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The Paradox of the Programme Committee

The job of the programme committee this year has been a paradoxical one. We were delighted to receive such a large number of proposals of such high quality on such a wide range of topics. It was especially pleasing to see how many submissions we received in the area of authorship studies and stylistics. As a result, papers in this area constitute a strong theme in this year’s conference.

The quality of the submissions made our job a pleasant one, since we were delighted to see the evidence of a discipline that is flourishing across the world. However, we had many more very good submissions than we had space for in the programme, even though the local organisers kindly agreed to add more sessions. Despite protracted discussion and agonising over the last few slots, we had to turn down several potentially exciting sessions. Although this was the less pleasant aspect of the committee’s job, it is also evidence of the very high standard of research and application development in the field. So we hope that our pain is your gain, since the sessions we did choose promise to be truly excellent: challenging, stimulating and exciting for a whole range of Digital Humanists.

It will be evident that my heartfelt thanks are due to all the Programme Committee members for their hard work this year, and especially to the vice chair John Nerbonne. I am also hugely grateful to Sara Schmidt for all her help with the conftool system, and for being a one woman repository of information about all aspects of DH programme planning. The local organisers, Neil Fraistat and Matt Kirschenbaum, Kate Singer and their team have been a model of flexibility, responsiveness and helpfulness, so thanks to all of you.

I hope this will be a truly memorable conference and that you will find all aspects of it thoroughly enjoyable. Most importantly I would like to thank in advance all the presenters, without whom none of this would have been possible.

Thank you and welcome to the conference!

Claire Warwick
Chair of the International Programme Committee
A Letter from the Local Organizers

Dear DHers,

On behalf of the Maryland Institute for Technology in the Humanities and the entire University of Maryland community, we welcome you to Digital Humanities 2009.

Hosting the annual conference of the Alliance of Digital Humanities Organizations would be a privilege under any circumstances. In our case, it bears special significance because 2009 also marks MITH’s 10th year as a working digital humanities center. We are thrilled to be able to celebrate this anniversary with nearly 300 of our closest digital humanities friends!

The papers, panels, and posters you will be enjoying over the next several days were selected by an international program committee which has overseen an extremely competitive submission process to produce a conference of the highest intellectual quality. We are honored to furnish the venue for the work about to be presented. Our two keynote speakers, Lev Manovich and Christine Borgman, will serve as touchstones for discussion and debate while also reflecting signature elements in digital humanities here at Maryland, namely new media studies and our close ties with the College of Information Studies (the iSchool). We are also pleased to be able to welcome a number of exhibitors to the conference.

We are especially looking forward to these printed proceedings acquiring their dynamic and spontaneous mirror life online. In order to lend some coherence to the content that will be generated by many of you, and to enable others elsewhere to better follow events, please use dh09 as the official conference tag for all your posts, tweets, photos, videos, and whatever other media and messages you contribute to the Web 2.0 cloud. You may also wish to follow the official conference Twitter feed, @dh09.

While Digital Humanities 2009 will not take place within the confines of MITH itself, we wanted to say a few words about the space that has put Maryland on the global digital humanities map. A collaboration among the University of Maryland’s College of Arts and Humanities, Libraries, and Office of Information Technology, since its founding in 1999 MITH has become internationally recognized as one of the leading centers of its kind, distinguished by the cultural diversity so central to its identity. Located in McKeldin Library at the heart of the campus, MITH is the University’s primary intellectual hub for scholars and practitioners of digital humanities, electronic literature, and cyberculture, as well as the home of the Electronic Literature Organization, the most prominent international group devoted to the writing, publishing and reading of electronic literature.

MITH faculty, fellows, and staff have served as principle investigators, co-principle investigators, and sub-contracts on grants and awards from the NEH, the IMLS, the NSF, the Andrew W. Mellon Foundation, and the Library of Congress, among others. With projects that range (literally) from Shakespeare to Second Life, our partners include the Folger Shakespeare Library, the Bodleian Library, the British Library, the University of Illinois Urbana-Champaign, Stanford University, Rice University, the Harry Ransom Center, Emory University, George Mason’s Center for History and New Media, and Linden Lab. MITH’s research and intellectual mission is complemented by its public programs and events. In addition to our popular Digital Dialogues series—which has featured nearly 100 speakers to date—we have hosted or co-hosted such recent events as the Future of Electronic Literature, Digital Diasporas: Digital Humanities and African American/African Diaspora Studies, a Summit of Directors of Digital Humanities Centers (with NEH), and Tools for Data-Driven Scholarship (with CHNM at George Mason).

Digital Humanities 2009 continues this tradition, but it would not have been possible without the labor and expertise of some key individuals. The international program committee chaired by Claire Warwick has been tireless in its efforts on behalf of the conference, and a uniform pleasure to work with. Kate Singer, who earned her Ph.D. from Maryland in May, has overseen every detail of our planning and preparation. Seemingly no detail has ever been further away than her fingertips. Greg Lord is the guiding hand and imaginative eye behind all of the visual design and imagery for the conference. Chris Grogan and Doug Reside at MITH have also provided invaluable assistance and support. Our spirited student volunteers have given their time and sweat of the brow. Lisa Lena Opas-Hänninen and John Unsworth have shared their wisdom and experience from their recent conferences, as has Sara Schmidt from Illinois. Allison Druin, Jenny Preece, and Martha Nell Smith graciously served on our local advisory committee. Last but not least, Lisa Press and Alison Nagle at Conferences and Visitor Services have kept the foundation in place and the roof from coming off. Our generous sponsors we are pleased to acknowledge elsewhere in these pages.

Best wishes for a productive, rewarding, and exciting conference here in College Park!

Sincerely,

Neil Fraistat and Matthew Kirschenbaum
Co-Local Organizers, Digital Humanities 2009
The Local Organizing Committee
would like to acknowledge the following institutions
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University of Maryland, Division of Research
University of Maryland, College of Arts and Humanities
University of Maryland Libraries
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Activating The Archive, Or:  Data Dandy Meets Data Mining

Lev Manovich  
Professor, Visual Arts Department, University of California, San Diego  
http://www.manovich.net/

Abstract
The joint availability of massive amounts of digitized cultural heritage as well as all the born-digital content (along with the data about people's production, sharing, and reception of this content) allows for the new ways of researching, teaching, and exhibiting culture. What are the theoretical and methodological issues that rise when we start treating culture as data that can be automatically analyzed and visualized? What are the consequences of treating a pattern as a new basic epistemological element of knowledge? Is it sufficient to borrow the techniques from the fields of computer science, information visualization and media art – or do we need to develop new techniques specific to humanities? How do we address the new “data divide”- between the people and cultural processes which leave rich digital traces (and therefore will be analyzed and written about) and those which do not?

In my talk I will address these and other conceptual issues around “cultural data mining.” My focus will be on two emerging areas: analysis of visual media and analysis of born digital and web native content. I will demonstrate the techniques developed at Software Studies Initiative at Calit2/UCSD for the analysis and visualization of patterns in images and video - feature films, cartoons, television art, user-generated video, etc. I will discuss challenges and new exiting possibilities which arise when we start looking at web sites and blogs, social media sites, digital art, games and other interactive media. I will also show the results emerging from our large scale study of cinema, video games and social media which we are currently undertaking at NERSC (National Department of Energy Supercomputer Center) with the support from NEH Humanities High Performance Computing grant.

Biography
Lev Manovich’s books include Software Takes Command (released under CC license, 2008; forthcoming from The MIT Press), Soft Cinema: Navigating the Database (The MIT Press, 2005), and The Language of New Media (The MIT Press, 2001) which is hailed as "the most suggestive and broad ranging media history since Marshall McLuhan." He has written 100 articles which have been reprinted over 300 times in 30+ countries. Manovich is a Professor in Visual Arts Department, University of California-San Diego, a Director of the Software Studies Initiative at California Institute for Telecommunications and Information Technology (Calit2), and a Visiting Research Professor at Godsmith College (University of London), De Montfort University (UK), and University of New South Wales (Sydney).
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Scholarship in the Digital Age:  
Blurring the Boundaries between the Sciences and the Arts

Christine L. Borgman  
Professor & Presidential Chair in Information Studies  
University of California, Los Angeles  
http://is.gseis.ucla.edu/cborgman

Abstract  
As the digital humanities mature, their scholarship is taking on many characteristics of the sciences, becoming more data-intensive, information-intensive, distributed, multi-disciplinary, and collaborative. While few scholars in the humanities or arts would wish to be characterized as emulating scientists, they do envy the comparatively rich technical and resource infrastructure of the sciences. The interests of all scholars in the university align with respect to access to data, library resources, and computing infrastructure. However, the scholarly interests of the sciences and humanities diverge regarding research practices, sources of evidence, and degrees of control over those sources. This talk will explore the common and competing interests of disciplines for scholarship in the digital age.

Biography  
Christine L. Borgman is Professor and Presidential Chair in Information Studies at UCLA. She is the author of more than 180 publications in the fields of information studies, computer science, and communication. Both of her sole-authored monographs, Scholarship in the Digital Age: Information, Infrastructure, and the Internet (MIT Press, 2007) and From Gutenberg to the Global Information Infrastructure: Access to Information in a Networked World (MIT Press, 2000), have won the Best Information Science book of the year award from the American Society for Information Science and Technology. She is a lead investigator for the Center for Embedded Networked Systems (CENS), a National Science Foundation Science and Technology Center, where she conducts data practices research. She chaired the Task Force on Cyberlearning for the NSF, whose report, Fostering Learning in the Networked World, was released in July, 2008. Prof. Borgman is a fellow of the American Association for the Advancement of Science and a member of the US National Academies’ Board on Research Data and Information.
Panels
Those of us who publish humanities data in digital form often make the claim that one of many advantages of electronic publication is the ability to make available source data for re-use and analysis by future scholars. If the source data, and possibly also the tooling or a processing statement, is made not only available but licensed for re-use, this potentially allows asynchronous collaborators, reviewers, and others to test the published conclusions, to apply different assumptions to the data. Where the digital source and processes are an essential part of the commentary published and conclusions drawn, it is arguable that it would be academically irresponsible not to make these resources available for replication and testing of ones conclusions. Humanists have always recognised the importance of publishing with full bibliography, history of scholarship, and critical apparatus; but we might also learn from the physical sciences where experimental methodology and raw data are essential elements of the publication of any research.

This is a solid general statement, and I have made these sorts of arguments myself (e.g. in DM 4 [2008]; Bodard/Garcés in M. Deegan & K. Sutherland, Text editing, print, and the digital world [2009]), but there is often relatively little evidentiary support in the form of openly published datasets that have been independently tested or re-used by other projects. In this panel we aim to bring together several examples of the re-use of datasets relating to the ancient world by projects other than those that created them. The participants in this panel have all either (a) published data or developed tools under an Open Access/Source license, or (b) made use of Open Access/Source materials in original research projects of their own.

- The issues we shall address in this panel will include:
  - The importance of open licensing in addition to merely making material “free” (not having to ask permission);
  - Electronic publication as resource creation versus self-contained research output;
  - Advantages of publishing source code and methodology as well as polished output of data and conclusions;
  - Enabling re-uses that cannot be predicted by the creator of the original product;
  - Re-use strategies: improving access or interface versus creating new interpretations or aggregations;
  - Re-use as non-concurrent collaboration, improving data and interpretation;
  - Issues of re-publication: attribution, versioning, and forking.

The papers in this panel stem from very different projects with a range of approaches and agendas. The LaQuAT project is based almost entirely upon re-use of published data, and so relies on the Open Access publication of primary sources (or the goodwill of scholars where data is incomplete or unlicensed). Pleiades is creating data, or newly aggregating it from multiple scholarly sources, to publish under a Creative Commons license (Attribution-ShareAlike), and exploit and contribute to several Open Source software projects. The Homer Multitext is a project that both relies on open standards and tools, and produces large quantities of open-licensed raw data. All are projects that value collaboration, both direct in terms of working with colleagues in the same or other disciplines, and indirect in the sense of producing scholarly outputs that are conducive to building upon, adapting testing, and re-using.

**Paper 1: Linking and Querying Ancient Texts: a case study with three epigraphic/papyrological datasets**

**Gabriel Bodard**  
King’s College London  
gabriel.bodard@kcl.ac.uk  

**Tobias Blanke**  
King’s College London  
tobias.blanke@kcl.ac.uk  

**Mark Hedges**  
King’s College London  
mark.hedges@kcl.ac.uk  

The OGSA-DAI (Open Grid Service Architecture—Data Access and Integration, http://www.ogsadai.org.uk/) project supports the exposure of data resources, such as relational or XML databases, on to grids. Vari-
ous interfaces are provided and many database management systems are supported, with a particular view to querying, transforming and delivering data in different ways via a simple toolkit for developing client applications. OGSA-DAI is designed to be extensible, so users can provide their own additional functionality.

Colleagues at the Edinburgh Parallel Computing Centre and the Centre for e-Research at KCL have been funded to carry out a small case study applying the OGSA-DAI platform to three datasets of ancient texts in different formats. The Heidelberger Gesamtverzeichnis der griechischen Papyrusurkunden Ägyptens (HGV) is a collection of metadata (largely bibliographic, geographical, and dating) for 65000 Greek papyri from Egypt, stored in a large Filemaker Pro database. The Project Volterra is a database of legal texts from the Roman empire, currently in the low tens of thousands but very much in progress, stored in a series of themed tables in MS Access. The Inscriptions of Aphrodisias (IAph) is a corpus of just under 2000 ancient Greek inscriptions from a single city in Asia Minor, published in TEI XML. These collections span roughly the same period - the first five centuries or so of the Roman Empire - and also overlap in terms of places and people, although their contents are otherwise quite different. The provision of an integrated view would thus be fruitful for the researcher. A particularly challenging issue being investigated is that of handling different levels of uncertainty in temporal data: some dates are extremely precise – even to the day – whereas many others are very vague – perhaps to a span of 50 or 100 years.

These datasets are all freely available in one form or another, and the scholars who own the databases are happy for us to re-use them in this way and publish the results of our aggregation and federated querying. In an ideal world, of course, we should not have to seek permission from the owners at all in order to re-use and re-purpose their published data. The IAph texts are all published under a Creative Commons-Attribution licence (CC-BY), so re-use is not only permitted but encouraged (in fact Bodard is one of the authors of this dataset, but in any case we can use these texts for anything we like without asking or even informing the authors so long as we attribute the original material to the copyright holders). A transformation of the HGV data into EpiDoc XML has likewise been published under CC-BY, although it is the master database that interests us for this project, and that is not publicly available in its raw form (although a HTML version is online and free). There is also a free, web-available version of the Volterra data (although the website is down at time of writing), but the database itself was acquired for this project with the permission of the editors.

As mentioned above the contents of these three datasets vary quite widely, but there is sufficient overlap to enable a certain amount of cross-database searching to be feasible, at least as a proof of principle. For instance, although the Volterra database specifically addresses legal texts, it contains some papyri and thus possibly references to places that also occur in the HGV metadata. Likewise, although the Volterra texts do not include any inscriptions from Aphrodisias, there may be attestations of persons that appear in both the Volterra and IAph texts (especially in the late antique period, which is where the Aphrodisias material is most richly annotated). IAph and HGV do not directly share any content, but the categories that are used to organize the texts have a certain overlap, for example letters, decrees, honours, contracts. As mentioned above, all three datasets overlap fairly closely in date, and have similar (but not identical) mechanisms for recording dates, date-ranges, periods, and uncertain dating. Cross-corpus search in all of these areas or combinations of them should test the OGSA-DAI software and demonstrate the validity and usefulness of this approach.

OGSA-DAI is considered to be a standard for database integration in Grid environments, which enable virtualisation and sharing of resources via the Internet, as well as in a purely web-service environment. Until now, the OGSA-DAI technology has been used mainly to provide integrated views of relational databases with different schemas, and the LaQuAT demonstrator will to begin with use it in this way with the two database resources, HGV and Projet Volterra. Subsequently the work will be extended to integrate the InsAph XML files, providing an integrated view over the three three structured data resources. The project will also produce significant enhancements to the OGSA-DAI software, specifically in its handling of XML resources, which is currently more restricted than its features for database integration. OGSA-DAI will then integration of multiple database and XML data resources. The LaQUaT demonstrator will use a recent extension to OGSA-DAI called OGSA-DQP, which is a service-based distributed query processor, to produce queries across these data resources.

One project output will be thus be an openly available demonstrator allowing an integrated view over these three datasets. However, the resources selected are just examples from among numerous others to which the LaQuAT approach could be applied. In the fields of archaeology and classics alone, there are numerous datasets, often small and isolated, that would be of great utility if the information they contained could be integrated. Three points to note about many of these resources are...
that:

- Formats are very diverse. The databases rarely follow standardised database schemas, so typically any two schemas will be different. Moreover, use of mark-up can vary significantly, particularly in older resources before much effort had been towards standardisation (such as EpiDoc), but stylistic variation may occur even when standards are applied.

- Resources are not easily available for use; they may locked away on local or departmental machines, or “published” on a website in a way that is not particularly usable by a researcher.

- Even when a resource is available it is often available only in isolation. Many of these resources may be regarded as fragments of a larger picture, with vastly more value if researchers could access this larger picture rather than just the parts.

- Resources may be owned by different communities and subject to different rights; the scholars who created them may be unwilling to accept anything that affects the integrity of the original resources. Consequently, any integration initiative must respect this autonomy and integrity, if it is to be successful.

The ability to link up such diverse data resources, in a way that respects the original data resources and the communities responsible for them, is a pressing need among humanities researchers. The LaQuAT project is developing a software demonstrator utilising a small set of resources in a particular discipline; however, the solution developed will have a lifespan beyond the initial project and will provide a framework into which other researchers will be able to attach resources of interest, thus building up a critical mass of related material whose utility as a research tool will be significantly greater than that of the sum of its parts. We see this project as providing an opportunity to start building a more extensive e-infrastructure for advanced research in the (digital) humanities. Once humanities scholars are persuaded of the feasibility of this approach, there are many other datasets, in France, Italy, Germany and the US, among others, which could be exploited in such a way, building up a critical mass of material that will enable new connections to be made. The data-silo mentality could be gently undermined once scholars can see their own construct as remaining identifiable, while at the same time greatly enriched. The infrastructure will be sustained initially by King’s College London and the UK National Grid Service (NGS), and subsequently as part of the European infrastructure being developed by the DARIAH project funded by the EU FP7 programme.

**Paper 2: Data and Code for Ancient Geography: shared effort across projects and disciplines**

**Tom Elliott**
New York University  
tom.elliott@nyu.edu

**Sean Gillies**
New York University  
sean.gillies@nyu.edu

Pleiades (http://pleiades.stoa.org) gives scholars, students and enthusiasts worldwide the ability to use, create and share historical geographic information about the Greek and Roman World. Pleiades is a joint project of three organizations: the Institute for the Study of the Ancient World (New York University), the Ancient World Mapping Center (University of North Carolina at Chapel Hill) and the Stoa Consortium for Electronic Publication in the Humanities (University of Kentucky). Our goal is a continuously updated, authoritative digital gazetteer for the ancient world, supporting the widest possible range of third-party digital projects and publications through open, standards-based interfaces. From its earliest concept days, Pleiades was intended to be broadly collaborative: employing, modifying and engendering open-content information and open-source software to accomplish its mission. This paper reports on the associated provisions and assesses their reach and effects within our user community, and beyond.

Pleiades employs a community-oriented, transparent editorial process that cultivates both contributions and critiques from the widest possible range of contributors. We aim to echo in a virtual environment the essential processes, workflows, resources and modes of interaction used by scholars to advance understanding of ancient sites, landscapes and geographic phenomena, but we also strive to open this environment to the widest possible range of interested participants. The bar to initial participation is purposely set low to encourage participation by scholars, students and enthusiasts alike, regardless of their degree status, institutional affiliation or skill level. All that is required is a verifiable email address and acceptance of a contributor agreement governing issues of professionalism, mutual respect, intellectual property, editorial policy, assertion of identity and the open-licensing of content.
Pleiades content combines “pure” data components (e.g., geospatial coordinates) with the products of analysis (e.g., toponymic variants with indicia of completeness, degree of reconstruction and level of scholarly confidence therein) and textual argument (e.g., comments and reviews). In part because of this hybrid constitution—and the varying definitions of intellectual property and “database rights” in differing legal jurisdictions—we have elected not to seek or assert any intellectual property ownership in the content on behalf of the project and its supporting institutions. Rather, our contributor agreement assumes (and contributors must affirm) that any IP rights inherent in the content remain with the contributors, who grant to the project (and therefore to its users) a Creative Commons, Attribution, Share-alike license, which permits reuse, redistribution and remixing of the content under clearly defined terms. These terms ensure the widest possible range of reuse (see below), without the need for copyright clearance requests and the like, while guarding against trivial reorganization and restrictive repackaging of the content that might inhibit such reuse.

On the software front, Pleiades is entirely open source. We make use of a number of externally developed components, and have contributed code to some of them. The Pleiades team has also created and released (under open-source licenses) a number of original components. Some of these are already in use beyond Pleiades, and we have received contributions of code from third-party developers for some of these.

- OpenLayers (http://openlayers.org) is the leading open source web map toolkit. Pleiades has modestly enhanced its features and employs it to provide contextual maps in its web application.

- Plone (http://plone.org) is a leading open source content management system. Pleiades has made modest improvements to its vocabulary manager and to its user interface framework, and contributed these code improvements back to the Plone code base.

- zgeo.* is a suite of Python software packages including: zgeo.geographer, zgeo.spatialindex, zgeo.atom, and zgeo.kml. These packages provide support for the Pleiades Entities component and enjoy contributions from programmers employed by The Open Planning Project and Makina Corpus SA.

Shapely and Rtree are general purpose Python GIS software that support the zgeo.* packages. Shapely enjoys contributions from programmers and researchers employed by Camptocamp SA, the University of California, and the National Oceanographic and Atmospheric Administration.

GEOS and SpatialIndex are low-level libraries for geometry and spatial indexing computing. Users include the PostGIS project and Autodesk. Pleiades has made modest contributions to each and helped SpatialIndex become an openly developed project.

Pleiades’ openness is driven in part by our sustainability plan and in part by the potential for re-use. Our initial content encompasses the compilation materials of the Classical Atlas Project, a 12-year, 200-person international collaboration that culminated in the publication of the *Barrington Atlas of the Greek and Roman World* (RJA Talbert, ed., Princeton, 2000). It is clear that no academic center or institution could maintain sufficient staff over the long-term to curate, maintain, update and diversify this unique assemblage of geospatial coordinates, toponymic records, temporal indicia and bibliographic citations drawn from a wide range of specialist literatures and primary sources. Consequently, we have embraced the necessity of pushing out the responsibility of (and opportunity for) creating and updating this content to interested parties across the discipline of ancient studies and beyond. Where these parties are employed, professional academics, we are gambling—it is true—on their willingness (and the willingness of their host institutions) to absorb the redistributory costs of content creation and maintenance as part and parcel of day-to-day research, publication and scholarly communication in their field. We are conscious that traditional “metrics” of reward (hiring, tenure, promotion) have not yet been adjusted to address such multi-institutional, asynchronous and piece-wise collaboration, and so we view our effort and our community as pioneers. Consequently, we endeavor to surface the details of individual contributions wherever possible: on profile pages, on individual records, and in the change histories that underly each such record.

The potential for reuse of Pleiades content is broad, and we hope to see both unexpected and serendipitous reuse cases arise from outside the project team. Our early collaborators are interested in a range of useful applications that can be foreseen or are already in prototype. One chief class of use is as an “authority list” for Greek and Roman geographic names and the locations associated with them. Both existing and new databases and digital resources can make use of Pleiades content (and our stable URLs for discrete elements therein) to refer unambiguously to the places and spaces mentioned in ancient texts, the subjects of modern scholarly works, the
minting locations of coins, and the findspots of inscriptions, papyri, and the like. Using Pleiades as a central geographic authority reduces opportunities for ambiguity (consider that we know of 19 distinct cities named Apollonia in antiquity), while setting up the possibility of cross-project services and data sharing that exploits the common standard. In addition to the human-readable HTML interface, Pleiades provides access to its content in simple, standard formats that can be harvested, or aggregated dynamically, to produce dynamic maps using third party tools and services like Google Earth or Yahoo! Maps. We are also working with other projects to develop standards-based mechanisms for cross-project geographic search (e.g., relevant information within 30km of a named place). These same functional components will make it possible for scholars and students alike to pull Pleiades content into their own research and teaching tools and contexts, using them to solve problems, explore possibilities and produce map visualizations (mash-ups) for further sharing, reuse and publication.

**Paper 3: Homer Multitext - Nine Year Update**

C. W. Blackwell
Furman University
christopher.blackwell@furman.edu

D. N. Smith
Holycross
dnsmith.neel@gmail.com

In 2000, Gregory Nagy, in a review of Martin West’s 1998 edition of the Homeric Iliad, contrasted the traditional critical editions of West and others with the ancient diorthosis (a word translated, perhaps loosely, as “edition”) of the Alexandrian scholar Aristarchus: “I submit that Aristarchus’ ancient edition of the Iliad, if it had survived in its original format, would in many ways surpass West’s present edition. It would be a more useful—and more accurate—way to contemplate the Iliad in its full multiformity.”

This assertion was the origin of the Homer Multitext, an effort to bring together a comprehensive record of the Homeric tradition in a digital library. This paper will describe the state of this project as it approaches the end of its first decade; this paper is not a progress report, but a description of an infrastructure that for both technological and what we might call semantic integration. In both its collection of data and its development of tools and infrastructure, the HMT has focused not on building a single-purpose application to support a particular theoretical approach, but on defining a long-term generic digital library expressly intended to encourage reuse of its contents, services, and tools.

Homeic scholarship in the 18th and 19th centuries was firmly based on the texts that survived through a manuscript tradition, most notably the great Byzantine codices of the Iliad and its ancient commentaries, the Homeric scholia. The 20th century saw the increasing recovery and publication of even older fragments on papyrus, but otherwise moved from a manuscript-based scholarship toward the scholarship of the critical edition. So, for example, the 1870s and 1880s saw the publication by W. Dindorf and E. Maas of editions of scholia organized by manuscript, the A and B manuscripts from Venice, and the T manuscript from London; in 1901 D. Comparretti edited a photo-facsimile edition of the A manuscript from Venice (part of an ambitious series of facsimile editions that was abandoned unfortunately incomplete due to lack of interest and funding). The 20th century saw the publication of a critical edition of the Iliad by T.W. Allen in the 1930s, and another by M. West in the 1990s, as well as a voluminous edition of the Homeric scholia by H. Erbse in the 1960s. In the cases of both the poetic text of the Iliad and the scholiasts’ commentaries, these 20th Century publications are works of selection and aggregation, seeking to present a unified text of these ancient works, representing the best judgement of the editors.

Subsequently, however, scholarly assumptions in many circles about the nature of the poem and its commentaries have changed, and the range of questions that scholars would ask of these texts has expanded. The very existence of variation in the text has become a matter of historical interest (rather than a problem to be removed). The precise relationship between text and commentary, as expressed on the pages of individual manuscripts, hold promise to shed light on the tradition that preserved these texts, the nature of the texts in antiquity, and therefore their fundamental nature. We have found that the 20th century models of critical text-plus-apparatus is incapable of answering many of these new questions.

The best scholarly environment for addressing these questions would be a digital library of facsimiles and accompanying diplomatic editions. This library should also be supplemented by other texts of related interest such as non Homeric texts that include relevant comments and quotations and other collections of data and indices. Thus our focus on both collection of data and on building a scalable, technologically agnostic, infrastructure for publishing collections of data, images, texts, and extensions to these types. This infrastructure accom-
plishes retrieval and linking through abstract citation.

(This work is complemented by, and has been progressing in collaboration with, the work on Homer in the Papryri, which is also building a collection of diplomatic editions, to be supplemented by translations and commentaries, on papyrus fragments of epic poetry.)

We have presented aspects of this collection and infrastructure at previous meetings of the Digital Humanities Conference. This paper will summarize the project’s goals, but focus on recent developments, specifically the ongoing publication of the Homeric Scholia, developments in our network services (specifically the third version of the Canonical Text Service and the RefIndex service, both of which now exist as Java Servlets and as Python applications running in the Google AppEngine), and our end-user application, a web-based interface to this library called “Pandect”.

Neel Smith has been compiling editions of the Homeric scholia according to “new” principles that closely follow the real evidence for these ancient commentaries. Smith’s edition acknowledges that each of the Byzantine codices in effect contains many discrete texts. The Venetus A, for example, contains a text of Prolus’s Chrestomathy, the text of the Iliad, summaries of the books of the Iliad, at least four distinct scholastic texts (as identified by their placement in discrete locations on each folio) and later notes and emendations. By describing these contents as separate texts, and by using a system of canonical citation to refer to portions of each text, and by using indices to associate these texts with the collection of foilsides that constitutes this manuscript, we can approach the Venetus A as both a single artifact and as a notional “library” of texts. By virtue of our FRBR-like citation format, the CTS-URN, we can make general statements about passages from any of these texts, while also retraining the ability to treat each instantiation separately, as when a scholion appears in almost (but not quite) the same form on the A manuscript and the T manuscript.

The services that make this possible have been in development for years and are now ready for use in production. We have implementations of the Canonical Text Services protocol—for discovery and retrieval of text by means of arbitrary citations—in Java as a Servlet, to be run under Tomcat or Jetty, and as a Python application that can run in Google’s AppEngine space. Likewise the RefIndex service, which permits generic access to indices that allow simple pairings between texts (at any level from the text-group, or author, level down to the citation level or a specified substring), objects in a collection (such as a collection of morphological data, a lexicon, or a collection of manuscript folios), or images.

These two implementations allow us to offer these services through local servers, for the greatest flexibility, or through Google’s service, for global access and greatest reliability.

Finally, Pandect is our open-source web-based application for accessing the materials of the HMT. Its main function is to mediate between the user and the network services of the HMT, and as such is should be an entirely generic tool, useful for any other project that implements the CTS protocol.

By virtue of this citation+service approach to our digital library, Pandect can discover texts, data, and images; it can also provide basic navigation and manipulation. It is not, however, merely a multi-column viewer for text and images. Each instance of the application is based on a Scenario, which defines relationships between collections of texts, collections, and images. The scenario might know that a collection contains data about manuscript folios, and that these in turn are related to images and to xml texts. The user’s experience, then, consists of navigating a digital library in which each object in view knows its relationship to all others. Navigation of one object will percolate across all others. At any given point, the user’s current view—for example, a Homeric texts, a scholion, and images of two folios—is preserved, can be addressed, and can be exported as a simple XML expression of a directed graph (using the GraphML schema). Because each of these objects is identified through canonical citation, these digraphs capture the relationships among scholarly objects; they can serve not only as bookmarks to the state of a browser, but as independent objects of analysis, aggregation, or manipulation.

After nine years of development, we hope to make the case that the Homer Multitext has not only produced a large body of valuable data, but also a robust body of source code that could be broadly useful to the community of digital humanists. Its approach to primary sources—favoring diplomatic editions and facsimiles wherever possible—is intended to invite the widest possible scope for re-use of its data. Its emphasis on simple indexing rather than complex and specialized internal markup is based on the assumption that it requires less knowledge to integrate texts with simple markup and simple, documented indices, than to disaggregate an elaborately marked up texts that embeds links to other digital objects. The HMT’s emphasis on canonical citation insures that its contents can continue to interrelate with each other, can be abstracted, and be re-used in the future. And our emphasis on services defined by documented protocols.
should allow the HMT to advance in functionality and reliability, and should allow other projects to draw on the HMT’s contents through a consistent interface that is independent of any specific technological implementation.

For a Dynamic Model of Textual Variation: What Do We Need?

Chair: Dino Buzzetti
University of Bologna

The idea of organizing a joint discussion on a dynamic model of textual variation stems from the observation that previous work carried out independently by Malte Rehbein and the Signum centre in Pisa could be related in a more comprehensive framework. Malte Rehbein had shown that the chronological succession of the variations introduced in the handwritten records of the statutes of the city of Göttingen in the course of the 15th century could be established by means of structured external information stored in a database. In their turn, results obtained at the Signum centre on the semantic structure of Giordano Bruno’s *De gli eroici furori*, showing the diachronic variation across successive parts of the work, could be analysed through the textualization of a comprehensive structural representation. So it was possible to observe that the process of textual variation would refer to semantically structured information on the one hand, and that the transition across distinct interpretational variants would invoke a textualized representation of its overall process on the other. And from these mutual observations a tentative model of textual dynamics could be elicited.

By a joint presentation of three related papers we intend to provide no more than a simple illustration of the problems to be solved in order to build a viable model of textual dynamics and variation, without presuming that the tentative solutions here proposed would be the only possible ones, not even to say the best. We would only like to contend that finding an effective solution to these problems would render digital editions a far more appealing means of representing and studying textual materials than their conventional counterparts.

A further observation is here in order. In their case studies, Malte Rehbein and the Signum team shall in turn present a model of textual and interpretational variation, but each applied to a different text. In the final paper I shall try to show how these respective models can be related in an overall model of textual variation and I shall try to provide an example of its application to the same text by referring to a very simple textual fragment.

Paper 1: Topic Maps and MVD for the
representations of interpretative variants

Alida Isolani
isolani@signum.sns.it
Scuola Normale Superiore

Claudia Lorito
Chiara Genovesi
Daniele Marotta
Marco Matteoli
Cinzia Tozzini
Signum, Centro di ricerche informatiche per le discipline umanistiche

1. Introduction and aims

Signum, in collaboration with the Istituto Nazionale di Studi sul Rinascimento, gained a remarkable experience in analysing and processing humanistic texts, which resulted in the development of a search engine for XML documents: TauRo-core.

In this research field, a demand has emerged for a system aimed at developing semantic research and aids for the reading and interpretation of texts.

The fundamental assumptions of our work have been proven consistent with the research project carried out by Prof. Dino Buzzetti about the connection between expression and meaning in texts [BUZ, 2002]. This perspective prompted us to reach a further objective, i.e. testing — through an algorithmic approach — the links which exist between different interpretations of the same text, in order to create an output format which is analogous to the rendering of textual variants.

2. The application

Our research focused on the analysis of De gli eroici furori — a Renaissance Italian text written by Giordano Bruno in 1585 — and achieved two results:

- the creation of a system for facilitating semantic research and text reading [BUZ, 2004];
- the creation of a graph of interpretative variants in MVD format.

2.1. The system for facilitating reading and semantic search

We accomplished an online system that allows a guided reading and a semantic search of De gli eroici furori.

This text has been chosen, firstly, because of its philo-
sophical nature, which allows the outlining of complex and articulated conceptual structures. Moreover, the subdivision of the text into various dialogues enables the reader to follow the diachronic development of concepts. Therefore, De gli eroici furori is the ideal subject for our case study (as previously shown by Bassi et al. project [BDEL, 2007]).

In order to realise our prototype, we decided to delineate three interpretative variants concerning a single conceptual unity (intellect) in three dialogues: I, 1; I, 4; II, 5 (this selection is aimed at showing the development of this conceptual unity across the text). A representative example concerns the relation between love and intellect: love enlightens intellect (I, 1); intellect is metaphorically defined as the faculty of sight (I, 4), so it leads to the vision of the highest good (II, 5), the true object of love (I, 4).

I, 1 - p. 792: ...l’amore non è cieco in sé, e per sé non rende ciechi alcuni amanti... l’amore illustra, chiarisce, apre l’intelletto...

I, 4 - p. 819: ...l’amor eroico per quanto tende al proprio oggetto ch’è il sommo bene; e l’eroico intelletto che gionger si studia al proprio oggetto che è il primo vero o la verità absoluta...

I, 4 - p. 827: ...perché o significa la potenza visiva, cioè la vista, che è l’intelletto...

II, 5 - p. 956: ...nove ciechi... sentiro aspergere dell’acqui bramate, aprîro gli occhi e veddero...[la luce] che sola possea mostrargli l’imagine del sommo bene...

![Figure 1. System architecture](image)
To represent the semantic dimension of *De gli eroici furori* topic maps have been chosen, whose features are similar to those pertaining to the natural process of text interpretation; in particular, the standard language adopted to write topic maps is XTM. This system allows a guided reading by means of a schematic visualisation of the topic maps relating to the conceptual unity in question. Semantic search is carried out by the TauRo-core search engine. When a query is submitted, TauRo-core searches in *Eroici furori* text encoded in TEI format and searches in topic map files encoded in XTM format. The two results are then conveyed into a single visualisation, in order to make available to the user textual occurrences as well as “conceptual constellations” that are related to the query (Fig. 1).

2.2. The graph of interpretative variants

Many Digital Humanities IT applications focused on textual variants, leaving aside interpretative variants. Our aim is to contribute to overcome this discrepancy by the adoption of a unified format consistent with both types of variants, i.e. MVD.

This attempt is made possible by the fact that different interpretations are described through a XTM standard, which — being a XML language — is itself a text. Consequently, Desmond-Schmidt’s algorithm can be applied to represent any textual interpretation as a path spanning from the first to the last node in an oriented MVD graph.

Let us see how this idea has been applied to our case study by means of a concise example focused on the three textual passages mentioned above and drawn according to the topic maps of the three dialogues (table n. 1).

From these three topic maps results a MVD graph, a simplified (as far as nodes are concerned) version of which is reproduced below, in order to show some macro-variants:

![Figure 2. MVD graph](image)

3. Conclusions

This project is in line with the theoretical view according to which it is possible to pass, in the digital processing of humanistic texts, from the expressive to the interpretative level. It was carried out through the creation of a tool for semantic search and guided reading, and through the implementation of an algorithm to create a data structure that we can visit with an analogous algorithm used for textual variants (i.e. MVD).

In the future, our purpose is to use the representation of interpretative variants by MVD graph to redefine the expressive level of texts, in compliance with the scheme suggested by Prof. Buzzetti.
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Paper 2: Multi-Level Variation

Malte Rehbein
National University of Ireland, Galway
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The paper is a follow-up to a joint presentation by Dino Buzzetti and myself at the Digital Humanities conference in Oulu 2008[1]. There, we applied a case study of a complex medieval text to generate a general model towards dynamic editions. It lies in the nature of such a conference that a 20 minutes presentation is hardly enough to achieve both: an introduction to a project whose textual variation is vital in understanding its content and genesis, and to derive a general view of both its markup and its structural information. One of the reviewers commented at that time, already before the conference: “I also feel far too much is being proposed here for one twenty-minute talk; either part I or part II would still be straining the limits of what can fit”. This paper, proposed for the Digital Humanities conference 2009 will thus concentrate on the case study kundige bok, but bring in new results from recent research on the text and its variants.

Kundige bok is a 15th century legal text manuscript, characterised by many revisions where the different layers of the text usually represent a new stage of the town law and must thus be treated equally[4].

The digital edition of kundige bok tries to achieve a dynamic approach, allowing the user to generate views of the text in the status it had at a certain point in time. Variation in the case of kundige bok is three-fold:

1. The textual variation, determined by the operations performed on the text by the medieval scribes.
2. The sequence of revisions / layers of the text as a whole respectively the underlying law reflecting its genesis. This can be quite linear but also very complex as for instance Peter Robinson has shown in his work on Chaucer’s Canterbury Tales.
3. The editor’s or user’s interpretation of this sequence. Owing to the fact that we often cannot reveal the actual development of the text due to our limited knowledge about its production, this leads to an interpretational variation.

While we can be quite sure about the textual variation itself, the more we try to group these operations on the text to revisions and text layers, the more our understanding of the text becomes inconclusive and uncertain (see figure 1). This is illustrated by an example which is also used in the following to explain the three kinds of variation that can be found in kundige bok and can be represented using graph structures, similar to the works by e.g. Huitfeldt and Sperberg-McQueen [2] or Schmidt[3].

![Figure 2: Text variants as graph structure.](image)

The example, taken from kundige bok, is a statute about beer brewery. What we find nowadays looking at the manuscript, is the sentence “We ock vorschote 100 marck, de darf 3 warve bruwen” with the numbers ‘100’ and ‘3’ struck out and the numbers ‘150’ and ‘2’ written above the line. This allows four different variants of the regulations as shown in figure 2 using a graph representation. Here, I use the vertices as a container for the portions of the text and the edges to describe the variants. Each variant (A-D) is thus represented as a path through the graph.

However, we do not know per se which of these variants really have existed as town law and in which order. In
other words: the grouping of the operations on the text (e.g. the replacement of ‘100’ by ‘150’) to revisions and the (chronological) ordering is ambiguous. As long as we have no further information, we must live with three different possibilities through the genesis of the text, each of those representing a different grouping of the operations on the text to revisions and different layering. Comparable to the example of textual variants, this kind of interpretational variation can be represented by a graph structure as well (figure 3). The three paths (a)-(c) through the graph represent the possible evolutions of the text. Note, that there is no edge between B and C since this would be possible only if one of the changes was reversed.

Figure 3: Interpretational variation of layering.

This paper discusses furthermore the question of whether a graph representation like this and the underlying mathematical model is indeed suitable to deal with the uncertainty that forced its creation. Although we do not have evidence that one of the three paths actually took place, we might have a clue which makes one or two more probable than the others. The extension of the directed graph in to a weighted directed graph could be a way to deal with this additional information. The weights, put on the edges can indicate which variation is more likely than the other and easily be changed should new information be available (figure 4).

Figure 4: Interpretational variation as weighted graph.

This data can then be used for various purposes: firstly, to create a dynamic visualisation of the different variants, e.g. using colours for the probabilities, secondly to automatically process the data, e.g. ignoring paths with low probabilities. Finally it might be a good approach, especially when you have a lot of such cases for which you can give probabilities individually but not for the evolution of the text as a whole. Applying weights to all single variations can then lead to an overall view by mathematical calculation, e.g. computing the “cheapest” path through the graph, an algorithm related to the Travelling Salesman (TSP) problem. Other examples in kundige bok are, of course, more complex and this was a major issue in analysing the text and creating the edition and its user-interface. The question of uncertainty arises generally in the creation of genetic editions (and these thoughts are also inspired by the working group on genetic editions within the TEI Special Interest Group on Manuscripts[6]), thus, dealing with the described issues might be a step forward towards a model for encoding and formalisation of genetic editions as well.
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Paper 3: How to Build a Textual Data Model?
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The purpose of considering a type of representation of textual variation based on external structured information, on the one hand, and a type of representation of external interpretational variants based on an a textualization of their comprehensive description, on the
other, aims at finding proper ways of building an overall data model for the processing of textual information of both kinds, the representational (its expression) and the interpretational (its content) one. For we think that sheer representation, without processing, leaves a digital (i.e. processable) edition essentially incomplete.

The basic principle of interconnection between the “image” or expression of the text [Segre, 1985: 378] and its meaning or information content can be stated as follows: “there may be different ways of understanding what is meant,” or, to put it in other words, “the fixity and invariance of the expression (or the content) respectively entail the indetermination and variance of the content (or the expression).” [Buzzetti, 2004: 180] As referred to structural representations both of the textual data (in terms of “syntactic markup structures”) on the one side, and of the corresponding information content (in terms of “objects, properties, and relations” of specific semantic domains) on the other, [Dubin, 2003: 2] the same principle can be expressed by affirming “that the same markup can convey different meanings in different contexts,” and “that markup can communicate the same meaning in different ways using very different syntax.” [Dubin and Birnbaum, 2004: 1] Are there means of connecting the two sides in a systematic way?

In his Kundige bok edition Malte Rehbein has shown that it is possible to produce a two-tiered representation, a marked-up transcription of the text and its variants, and a database, that connects the definition of the several text layers with further contextual information. Both representations have an operational character, so that changes in the markup modify the database entries, whereas the database entries produce newly marked-up views of the text. In their turn, the Signum group at the Scuola Normale Superiore in Pisa have shown that a topic map representation of the content of Bruno’s *Eroici furori* can be connected with a joint visualization of textual occurrences and their semantically related notions. A change in the topic map produces a reorganization of the intratextual relations, and in reverse a new organization of textual relations produces a different topic map.

Moreover, both case studies have implemented a comprehensive representation of the variants, respectively textual and interpretational, by means of the Multi-Version Document data structure (MVD) introduced by Desmond Schmidt. [Schmidt and Colomb, forthcoming] The MVD data structure is a directed graph with a start and an end node and each textual layer or interpretational description is represented by a different path on the graph. A topic map representation can be serial-

ized through the XTM standard and treated exactly in the same way as a textual document. Both the editorial and the interpretive practice imply a one-to-many relation between the different textual or interpretational versions and their comprehensive representation, or “logical sum” [Thaller, 1993: 64 and Buzzetti, 2002: 77-79], although in reverse order, as the editor goes to one single reconstruction from the many witnesses of the text, and the literary critic from one edition to its many interpretations. And the MVD data structure seems to provide a reliable and processable representation of the logical sum of both textual and interpretational variants.

The two case studies deal with different texts, but by using the same kind of representation for both textual and interpretational variants of the same text, we think of simplifying the task of mutually mapping them onto each other according to the concept of a dynamic model that can be elicited from the ambivalence of markup [cf. Buzzetti, 2004 and Buzzetti, 2009]. As a diacritical mark, markup is ambiguous and can be seen both as the value and as the rule of a structuring operation. [Buzzetti and McGann, 2006: 67-68] By applying this principle to both the textual and the interpretational representations, we can be able to use either of them as a set of instructions to restructure and reorder the other one. A polysemic textual fragment can be easily used to demonstrate the working of such a model.

Can the MVD data structure provide a sound and effective basis for mapping corresponding alternative paths from the textual variation graph to the interpretational variation graph and vice versa? The question is open. But finding a proper data model for a viable computational solution to this kind of mapping raises a crucial challenge to any attempt of building a comprehensive data model for textual information. And we hope that providing a closer illustration of the problem may assist in finding a solution.
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Digital Editions, Past and Future
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Introduction

Our panel surveys the field of digital editions, ranging from past achievements and future projects. Our focus is on the problem of shared infrastructure: the lack of reusable machinery for producing and publishing such editions is the biggest obstacle to their creation and survival. As long as each project is obliged to develop much of its own infrastructure, we won’t see speedy progress.

But building such infrastructure is not an easy task. Scholarly editions are complex publications: they need to present documents and works with a high degree of fidelity to original sources, and add on top of that an analytic layer that describes variations and offers discussions of difficult words or passages. Tools that are flexible enough for this are hard to build; this session describes some, but they do not exist in large numbers. And the complexity and the limitations of software for digital repositories and digital libraries suggest that in this more complex arena it’s a challenge to devise general solutions.

Our demands are also increasing. We are now dissatisfied by editions that are docu-islands; we want everything to link together, better than print editions can do it. We want an appealing and consistent reader experience, not something that each edition does differently. We want continuous development of a broad collection of editions, one that many scholars can contribute to, and not a set of closed projects that don’t talk to one another.

The first talk, by John Lavagnino, is about the past: it describes the problems of digital scholarly editing in the light of a completed project, with particular attention to the problem of handling the large number of types of text an edition might include, and the problem of building machinery that has to keep working if the edition is to remain available.

The second talk, by Fotis Jannidis, is about the immediate future: it describes the tension between the complex requirements of a digital genetic edition of Goethe’s Faust and the difficulties of fulfilling them with a working environment which has to be developed or at least heavily adapted for this task.

Finally, Susan Schreibman’s talk looks at the current
state of international efforts to develop infrastructure further, and at initiatives to build a digital text-editing community in Ireland based on those efforts.

Paper 1: Experiences of the previous generation: the Thomas Middleton edition

John Lavagnino
National University of Ireland & King’s College London
John.Lavagnino@kcl.ac.uk

I am one of the general editors of a collected edition of Thomas Middleton’s works, published in 2007 — more than ten years behind schedule. Of course, one of the most common questions we heard during that period was: why was it taking so long? (The other common question was: why don’t you add more features and more material?) This talk attempts to explain.

Of course, it may just have been too ambitious a schedule to begin with; most comparable editions have taken at least as long as ours did. Other people have found the same task difficult: at least two substantial projects to produce a collected Middleton were started during the twentieth century and never finished; the last published collection appeared in 1885–6. And, as with most large-scale projects, ours would have gone better with more funding.

But we thought we had reasons to believe it would go faster than it did. From the start, we did not intend to pursue historical and bibliographical research as far as possible: collecting the research of the last few decades and making it available would have been enough, and while there is much new work in the edition we did not try to push as far as possible with every single play. We collected a large group of editors so that few contributors were working on more than one or two works. And, with some exceptions that I’ll mention, this edition did not intend to be particularly innovative in its digital methodology. It’s true that it was always going to produce both print and digital editions, not especially common in the early 1990s; but when we began our idea of a digital edition was of something you could feed to a concordance program, not a full-scale online publication.

I think we did largely succeed in addressing delays deriving from the traditional research. Any group of more than seventy collaborators will have some whose lives obstruct their work in some way, but most were able to complete their portion on schedule and our other delays made it possible to get everything else completed. We were doing less than is common for comparable editions today, as a comparison with Fotis Jannidis’s talk in this panel will show: we only prepared and published an edited text, and didn’t include diplomatic transcriptions of the witnesses as well, something commonly felt to be important for digital scholarly editions even in the early 1990s.

We also did offer slightly more digital support for the work of preparing the edition than is normal for print-oriented editions: I devised a system to allow editors to prepare their notes using the line numbers of a draft printing of the text; it then automatically adjusted them to the right line numbers for the final printing, in which textual corrections usually made all the line numbers somewhat different. The normal approach has been for a staff of student employees to make these adjustments manually, but we didn’t have such a staff, and in a large edition it is a large task (our final text has over 60,000 references by line number). The system was a good deal of work to build, but it had unexpected side effects, since a system to adjust line numbers in this way is also a system to check line numbers and lemmata for correctness. It was perhaps the only really innovative element of our digital approach.

Because our edition offered only the edited text, we did not run into the problem of relating it to the sources: so we largely avoided one of the usual encoding problems. This is the difficulty arising from the fact that a scholarly edition has to do more than represent the works included in an adequate way, possibly covering numerous genres. It also needs to represent variation in texts in those genres, something that is challenging with XML, and indeed is often managed using non-XML systems, such as version control software. Ideally, the system should be able to relate the variation to the document structure, but this is difficult with non-XML approaches.

But if the Middleton edition avoided some difficult problems, it still faced the software problem. With pre-digital scholarly editions, one of the biggest costs came from typesetting; that problem is transferred to software and its application in the digital era, whether the output is print or digital. But this isn’t just a shifting of costs. In a pattern visible in many areas of the digital humanities, there is a shift: from a process that ends with a static product, supported by established traditions for distribution and preservation, to the creation of a machine for generating what readers see. The digital edition is more like a customized car than a book, and keeping it running is a serious problem, as it requires continued attention and vigilance in obtaining replacement parts.
Though the Middleton edition is entirely in TEI XML, it has actually been published only on paper (so far), and so we might think has avoided the software problem at the expense of missing out on online publication. But to preserve the possibility of updated editions and selective reprints, the machinery that made the printed pages must be preserved, and it is quite as complicated as a system for online publication. Perhaps more, because print makes some demands that online publication does not raise: fitting as much as possible onto each page, for example, in our case by printing the text in two columns and the notes in three. Scholarly editions are recognized as posing typesetting problems that are often quite complicated; that doesn’t get easier because software is involved.

Once we’ve built this machinery for a single edition, could it not then be reused for many? We would get more of a return from our effort, and there would be more interested parties to support the infrastructure. In part this has been done: much of the underlying typesetting work, to print a text with line numbers and notes keyed to those line numbers, is done by a layer added on top of Donald Knuth’s TeX typesetting system that Dominik Wujastyk and I wrote, EDMAC, and this component has been used not only by the two of us but by numerous other editions. We don’t get support from those users, but of course just being able to list them is a credential we can draw on in seeking funding, and the possibility of a shared infrastructure is there.

There are two major problems to be solved in this area, though. One is the update problem: all software systems either change or die, and the infrastructure we created has not been changing. TeX is one of the most stable systems there is, but even in the TeX world there have been changes, mostly in font handling, that we haven’t been keeping up with.

The bigger problem is that of the variety of texts. Even within the Middleton edition there are many works that required specialized handling. I don’t just mean ones where we chose an editorial method different from that used for the rest of the works: the occasional cases where we print multiple versions, or the one case of a parallel text. I mean cases where the work itself required unusual typesetting because that’s what the work was: one short theological work that used a six-column parallel layout, for example, or one place where very long marginal notes are suddenly necessary (in a passage not even by Middleton: it’s by Ben Jonson, one of five contributors to an elaborate pageant). A general framework that can handle the whole variety observed in texts needs to be very general indeed; and asking the author to rewrite the work to make it more tractable is not an option.

We went part of the way towards this goal in EDMAC: my field is English and Dominik’s is Sanskrit, and we discovered that we shared almost no basic assumptions about what an edition is, with the useful result that we built something very generic. It is only dealing with a few aspects of scholarly editions, though: the numbering of lines and the creation of multiple series of notes keyed to line numbers. Even in this restricted domain there are practices we did not reproduce: such as one found in the Monumenta Germaniae Historica series, of numbering not only the lines of edited text on each page, but also the lines in the footnotes. (Page images available at the Monumenta Germaniae Historica digital web site illustrate the phenomenon.)

In the world of digital curation, the software problem is familiar, even if more attention has been given to more fundamental problems about static data formats. (Hunter, 2006, is one work that does address software issues, and the MLA’s guidelines for scholarly editions also suggest attention to the problem.) All the more reason, then, why a shared infrastructure is desirable, rather than one that is unique to each edition; but the difficulties of creating a generally-useful system are large, and much more work is needed to overcome them.
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Paper 2: Requirements and tools for a modern genetic edition of Goethe’s Faust

Fotis Jannidis
Technische Universität Darmstadt
sprachli@linglit.tu-darmstadt.de

The Goethe–Schiller archive in Weimar, the Goethe-Haus in Frankfurt and my group in Darmstadt are preparing a digital critical edition of Goethe’s drama Faust; work started at the beginning of 2009. Astonishingly enough, there is no modern critical edition. Thus scholars still have to use the edition created 100 years ago as part of the Weimarer Ausgabe of Goethe’s work, which makes an understanding of the existing material and the genetic processes rather difficult. Goethe worked for fifty years on the drama, and about 1000 manuscript pages exist, documenting this long genesis; most of these pages are part of Faust II, which Goethe finished a short time before his death.

The new edition of Faust will allow access to all manuscripts as facsimile and as diplomatic transcription. In this kind of edition the facsimile and transcription should be presented side by side; moreover, in contrast to the manner of a number of such editions currently on the web, the transcription should be closely linked to the facsimile, first by preserving many aspects of the look of the facsimile and by being linked bidirectionally to it on a micro level. It should also be possible to view the facsimile alone and render transcriptions of verses as mouse-over activated tooltip; or, vice versa, to view solely the transcription and additionally view parts of the facsimile.

A detailed genetic analysis of each document and of the text will allow viewing the genetic process of a document and of structural units like verse or scene. The archival (or document-centric) view of the material is thus complemented by a conceptual view of the text as a drama and its units.

These basic requirements determine the architecture of the markup, which will be mostly layered stand-off markup to avoid problems with overlapping hierarchies and to allow easier processing. (On the problems with the markup of genetic editions, see: Vanhoutte, 2006; Van Hulle, 2006.) To name some of these layers:

- **Linking facsimile and text**
  This can be done using the facsimile markup in the TEI P5 guidelines.

- **Diplomatic transcription**
  Features of the manuscripts that must be recorded include the direction of the text, shift of hand, textual alterations, gaps, non-textual marks on the page etc. Some of these features are covered by the TEI guidelines; some of them, which describe image-like qualities of a manuscript and of the writing, have to be expressed by other means such as SVG.

- **Genetic markup**
  This is an interpretation of the document which is described by the facsimile and the transcription under a genetic perspective. At the moment no markup schema for this type of edition exists, but there is one under development by a working group which is part of the TEI Special Interest Group on Manuscripts. The genetic markup will be split into different levels: a functional analysis of textual alterations, sequences and time lines, grouping changes—like revisions on a page or changes of conceptual units of the text, a coordinate system which links together chunks of text which belong together, a way to add the interpretation which is the basis for a markup decision, and uncertainty.

One of the problems for an edition like this is the lack of editors and other tools which are easy for scholars to use and allow them to concentrate on the editorial work; and which are robust and integrate easily with other tools. The project TextGrid, which has reached early beta status after three years of development, has as its aim the creation of such an environment for text-centered studies. If its second work phase is funded, it will offer some basic tools, but all tools have to be adapted for the Faust edition to allow editors to enter the different layers of markup, and new tools will have to be integrated into the workflow. The special requirements of each digital edition seem to make it impossible (or at least unaffordable) to offer a complete solution which allows their creation, change and enhancement, and publication out of the box. Therefore some time of an editorial project has to be spent on setting up a workflow and overcoming the problems of data conversion between different tools or merging the outcome of different tools. As the ease of use of tools has a direct impact on the speed with which a digital edition is created, a solid knowledge of existing tools and of the difficulties to adapt them is crucial for a new project, especially since up to now there have not been enough reviews of specialized tools in the digital humanities. (And there is almost no culture of publication for the concepts and algorithms of specialized tools for the digital humanities, either.)

The talk will concentrate on the requirements for the
Faust edition and the problems of finding and adapting tools and making them interoperable; as such it offers an interesting parable on the beauty of theory and the pitfalls of reality.
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Paper 3: An E-Framework for Scholarly Editions

Susan Schreibman
Digital Humanities Observatory
susan.schreibman@gmail.com

As discussed in our introduction, one impediment to more scholars creating digital scholarly editions is the size of the technological hurdles that need to be overcome. The Digital Humanities Observatory (DHO), a newly-founded national digital humanities centre located in Dublin, Ireland, but serving the higher education sector for the island of Ireland (both North and South), has begun a process of consultation with its academic partners and other interested parties (publishers, university administrators, and scholarly societies) to develop a framework for digital scholarly editions.

It almost goes without saying, or at least it should, that not everyone who wishes to edit an edition for electronic publication necessarily wants to become a digital humanist. Despite the fact that there is a large and established community of practice around editing texts utilizing TEI/XML, there does not yet exist a framework for digital scholarly editions. The majority of scholarly editions are still developed as one-off productions with the content tightly integrated with the software. We also don’t, as a scholarly editing community, have agreed-upon formats, protocols, and methodologies for digital scholarly editing and editions. Moreover, many of the more mature first-generation digital projects creating online editions from print sources have more in common with digital library projects—i.e. editions created with a light editorial hand, minimally encoded and with little more contextualization than their print counterparts.

The DHO is entering into this endeavour on the back of several European projects that have begun to explore creating a framework for digital scholarly editions. Two of them are especially important for the framing of the DHO’s project: TextGrid and Interedition:

- TextGrid is a German-based project funded by the Bundesministerium für Bildung und Forschung that has developed a research infrastructure for collaborative textual processing in the text sciences and the humanities in general. TextGrid, like the DHO, is based on grid technology.

- Interedition is a newly-formed COST Action funded by the European Union. It is a project initiated by the Huygens Institute (The Netherlands) to enhance the international digital infrastructure for scholarly editorial work. In a series of meetings, this project brings together researchers in the field of literary research and IT to develop a roadmap for creating a shared supranational networked infrastructure for digital scholarly editing and analysis.

Building on the experiences learned from these projects, the DHO has begun a series of dialogues to help establish a set of protocols, methodologies, rights management and technical procedures to create a shared infrastructure for digital scholarly editions in Ireland.

This paper will report on two of the major activities held in Spring 2009: a one-day symposium bringing together academics, publishers, librarians, and technologists; and a Spring Scholarly Editing School. The Spring School (to be held in April), will bring together many noted scholarly editors and theorists of editing (both digital and print). The week-long school will build on the preliminary work of the symposium to help establish, on the one hand, system requirements that the technical staff of the DHO can implement, and on the other an economic, social, and cultural framework so that scholars can receive the training to work in this environment, the academic credit for their scholarly work, and the peace of mind in knowing their work will be part of an estab-
Critical Code and Software Studies

Chair: Marc Marino
University of Southern California

For the future of Digital Humanities, software cannot remain either a black box or some sacred text that only the high priests can access. Software intersects with and coordinates so many aspects of our lives, and a few lines of source code can determine processes all around us. In 2008, The University of California San Diego organized the Softwhere Studies workshop to further the development of Software Studies, the critical analysis of the cultural circulation of computer software. Critical Code Studies is a subset of Software Studies that uses critical theory to explicate the extra-functional significance of computer code, exploring not merely what the code does but what it means. This panel offers a series of talks that take up a Software Studies or Critical Code Studies approaches to demonstrate the role of reading code and software using the interpretive approaches of the humanities. Such moves will lead not only to the tearing down of disciplinary boundaries but also a vital understanding of the way software and source code structure our political and personal lives. After a capsule definition of critical code and software studies, panelists will present their papers.

Paper 1: Expressive Processing

Noah Wardrip-Fruin
University of California, Santa Cruz
nwf@ucsd.edu

The forthcoming book Expressive Processing (MIT Press, 2009) uses its title’s term to point toward two important issues for humanities scholars.

First, “expressive processing” encompasses the fact that the internal processes of digital media are designed artifacts, like buildings, transportation systems, or music players. As with other designed mechanisms, processes can be seen in terms of their efficiency, their aesthetics, their points of failure, or their (lack of) suitability for particular purposes. Their design can be typical, or unusual, for their era and context. The parts and their arrangement may express kinship with, and points of divergence from, design movements and schools of thought. They can be progressively redesigned.
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repurposed, or used as the foundation for new systems - by their original designers or others - all while retaining traces and characteristics from prior uses.

Second, unlike many other designed mechanisms, the processes of digital media operate on, and in terms of, humanly-meaningful elements and structures. For example, a natural language processing system (for understanding or generating human language) expresses a miniature philosophy of language in its universe of interpretation or expression. When such a system is incorporated into a work of digital media - such as an interactive fiction - its structures and operations are invoked whenever the work is experienced. This invocation selects, as it were, a particular constellation from among the system’s universe of possibilities. In a natural language generation system, this might be a particular sentence to be shown to the audience in the system output. From the output sentence it is not possible to see where the individual elements (e.g., words, phrases, sentence templates, or statistical language structures) once resided in the larger system. It is not possible to see how the movements of the model universe resulted in this constellation becoming possible - and becoming more apparent than other possible ones.

Paper 2: What Counts as Code to Criticize? Interpreting flow control and natural language programming

Jeremy Douglass
University of California, Santa Barbara
jeremydouglass@gmail.com

Sites of interpretation in the digital humanities range from the signifiers at the software interface all the way down to the electromagnetic phenomenology of hardware mechanisms. Critical Code Studies situates interpretation at the site of reading and writing source code. These human-machine interlanguage exists both between and prior to the hardware and its interface, often with many other interpretive sites above (application, OS, emulator, etc.) and below (assembly, machine code, etc.). As interlanguage, code carry a variety of philosophical presumptions, aesthetic overdeterminations, and historical traces that may benefit from exegesis. But what counts as code to criticize? This presentation considers critical interpretation in relation to two cases of code that differ substantially from the paradigmatic use of languages such as C/C++ and the attendant assumptions about the relationships between code, programmer, compiler, and software. The first case, natural language programming, emphasizes the expressive power of code and its accessibility to non-programmers, while it simultaneously risks obscuring the deep structures that connect compiled code to software praxis. The second case, flow control programming, uses visual spatial relationships rather than text as the top-level paradigm for specifying software action. Both cases expand our idea of what aspects of rhetoric and visual culture might be brough to bear in humanistic code criticism.


Elizabeth Losh
University of California, Irvine
lizlosh@uci.edu

Despite the dismay of university administrators, who are often hesitant to recognize computer programming as a form of campus free speech, students continue to deploy code to further activist agendas. Yet media reports about hacktivist activities by undergraduates and graduate students rarely place these computer-coded expressions of protest in the context of other kinds of campus activism or critical engagement. Whether the student is generating electronic boarding passes to protest Homeland Security policies or data mining for self-interested Wikipedia edits by corporations and politicians, the attention goes to the programmer’s identity as a hacker rather than as a student. Although Siva Vaidhyanathan and others have issued a manifesto to promulgate “critical information studies” as an interdisciplinary field of study that could serve as the logical successor to the areas of academic inquiry that arose from the protests of the nineteen-sixties and seventies, which is “needed to make sense of important phenomena such as copyright policy, electronic voting, encryption, the state of libraries, the preservation of ancient cultural traditions, and markets for cultural production,” advocacy for these issues in the university setting does not achieve the kind of visibility that was associated with previous movements that assembled crowds of individuals for face-to-face interactions in physical public space to achieve an end to the Vietnam War, milestones on civil rights issues, affirmative action, or divestment in South Africa. This presentation builds upon the models of critical information, critical code, and software studies to examine the analytical frameworks that might reinvigorate the program of the political explication of coding spaces.
In the midst of the cold war, the U.S. Department of Defense was beginning its efforts to track terrorists using databases enhanced with scruffy AI. Early prototypes attempted to model how terrorists shared knowledge in order to determine how these organizations might take advantage of associations. While scholars have analyzed the textual trail of terrorists and counter-terrorism efforts, examining the code of one of these early models reveals the ways in which terrorists were conceived in this time period. This paper uses the methodology of Critical Code Studies to show what this LISP source code and design documents say about the cultural moment in which the military attempted to model geopolitical insurgencies.

How Cold War Computers Assign Blame: An exploration of why machines think more but not more deeply.

Data is inherently dynamic. If the failures of the past few decades (or human history) prove nothing else, they underscore the foolishness of only tracking and making decisions based on only one aspect of data. Today’s databases still suffer from a rigidity that handicaps their ability to perform as “expert” systems. Early prototype databases modeled terrorist social networks and made inferences about their associations using relatively straightforward rules and representations. Inheritance relations of object-oriented programming have found their way into relational databases, yet our representation mechanisms and query languages have not changed substantially in twenty years. While search and retrieval mechanisms have become more sophisticated, software programs still do not reflect understanding of the documents they process. And adapting them to changing values and attitudes is problematic. The future promises the opportunity to express preferences over hard and fast rules and the ability to reprogram aspects of our code without recoding and recompiling an entire software system. Until then, our ability to reason about our data, while more extensive, won’t be much different in terms of depth and nuance than it was in the 1980s and will still be bound by the static nature of the knowledge we store in our programs. Decisions made on the advice of these expert systems (from military to medical realms) will most certainly suffer.
Preserving Virtual Worlds: Models & Community

Chair: Jerome McDonough
University of Illinois, Urbana Champaign

The Preserving Virtual Worlds project, a research initiative funded by the Library of Congress’ National Digital Information Infrastructure for Preservation Program, is currently investigating issues surrounding the archiving of computers games, virtual worlds and interactive fiction, and developing technical solutions and recommendations on practices to support the long-term preservation of these unique cultural works. Participants include the Rochester Institute of Technology, Stanford University, the University of Illinois at Urbana-Champaign, and the University of Maryland.

This session will present results from some of the initial research conducted as part of this project, with a focus on re-examining existing conceptions regarding the operations of digital archives with respect to both:

• the relationships between archivists and the communities they serve; and
• the applicability of traditional (and new) models of bibliographic and archival description with respect to archiving software generally, and games in particular.

The papers will focus on three key subjects: (1) the ontological issues surrounding the definition of a computer game and the problems they present for description using models such as the entity-relationship model set forth in the Functional Requirements for Bibliographic Records Final Report; (2) the Open Archival Information System’s notion of a designated community and examine whether it is an appropriate model for approaching the archiving of games, given both the costs associated with such archiving and the pre-existence of preservation activities within the gaming community; and (3) the problems presented by the existence of an extremely heterogeneous community for dealing with issues surrounding documentation of both software and hardware components of games and their use context.

All authors have indicated their willingness to participate in this session.

Paper 1: Twisty Little Passages Not So Much Alike: Applying the FRBR Model to a Classic Computer Game

Matthew Kirschenbaum
University of Maryland
mgk@umd.edu

Doug Reside
University of Maryland
dreside@umd.edu

Neil Fraistat
University of Maryland
fraistat@mac.com

Jerome McDonough
University of Illinois, Urbana Champaign
jmcdonou@illinois.edu

Dennis Jerz
Seton Hill University
jerz@setonhill.edu

Humanities scholars have continually confronted questions regarding the boundaries of the texts that they study and the complex inter-relationships that can exist among various editions, translations, and printings—in short, the versions—of a work. While librarians have long recognized the distinction between a work as an intellectual creation and its embodiment within a particular physical form (and the need to adequately describe both), the publication of the Functional Requirements for Bibliographic Records Final Report by the IFLA Study Group on the Functional Requirements for Bibliographic Records (FRBR) marked a pronounced increase in the level of attention that the library community has devoted to these issues. In the decade since the Final Report was issued, a tremendous amount of discussion has occurred regarding FRBR’s interpretation and its appropriate application within bibliographic systems.

At the same time, there has been almost no cross-communication between humanities scholars engaged in the kind of work described above (“textual studies” as it is called) and library specialists.

As extraordinarily complicated as the relationships between the various versions of a particular text can be within the world of traditional manuscripts and print publications, the move to electronic text, and in particular highly interactive texts such as interactive fiction and computer games, has rendered these relationships even more vexed and difficult to describe adequately. Because each individual or subsequent encounter with the same interactive work can generate different output texts, the adequacy of traditional descriptive models applied by li-
brarians to enable scholars’ access to textual materials needs to be carefully examined.

A fundamental component of any effort to preserve digital resources is the development of systems to describe and track the components of a digital work and to relate works (and their physical embodiments) to each other, including describing the provenance of manifestations as a work evolves over time. As a test of existing library practices, our project has been examining the application of the FRBR entity-relationship model to computer games and interactive fiction, including the seminal work ADVENTURE. This paper will examine the difficulties encountered by the project in seeking to apply the FRBR entity-relationship model within the realm of computer games, and our project’s suggestions for “pretty good” practices for the application of FRBR and traditional bibliographic descriptive practices to this ever-evolving electronic genre.

ADVENTURE, aka ADVENT or Colossal Cave, was first written and programmed by Will Crowther in 1975, and then revised and extended by Don Woods in 1977. It offered an underground fantasy world inspired by Crowther’s experience as a caver in Kentucky, Aös Mammoth Cave. ADVENTURE is a not a virtual world merely in a casual, metaphorical sense, but in explicit formal terms: the program contains a parser and a world-model that tracks the state of the electronic space, for example what objects are and are not in a user-avatar’s possession and where the avatar is in a global environment (Montfort 2003). While ADVENTURE was originally played on a teletype machine, it achieved widespread popularity and recognition when it was released onto the nascent ARPANET. Its historical and cultural significance is captured in Richard Powers’s novel Plowing the Dark (2000) where the author describes a generation of computer users united by their shared experience of the Colossal Cave’s iconic virtual landmarks. This alone would make ADVENTURE an extremely strong candidate for the preservation work we are funded to undertake. However, the recent recovery of the original version of the game from backup tapes at Stanford University—an event which received widespread notice around the Web—lends the work fresh interest and appeal (Jerz 2007).

After Woods published his significant revision to Crowther’s original source code, numerous additional development forks complicated ADVENTURE’s composition history. The game has also been ported and migrated across nearly every platform and operating system that is extant. ADVENTURE can be played on an Apple II and it can be played on the latest Mac OS. It can be played on an iPod. Early on Microsoft released its own proprietary version of the game, adding an extra room to the underground caverns. Different scoring systems have evolved, and fans can wrangle endlessly over which is to be considered canonical. ADVENTURE thus presents itself as a rich and complex digital object, not only for its internal workings as a functioning program but as a cultural artifact that has been continually reimplemented and reinterpreted by a mature fan community.

FRBR is, at first glance, a promising mechanism for representing this heritage. It is an entity-relationship model capable of discriminating among changes to the substance or “content” of the work, as well as its physical embodiment in particular carrier media. In a traditional FRBR representation, one might start with the work that is Hamlet. The different versions of the play that are extant are the work’s expressions. These expressions are realized in manifestations, i.e. the folios and quartos that have survived, as well as the more modern editions based upon those sources. A discrete artifact that one holds in hand, for example the copy of the Arden Shakespeare sitting nearby on my bookshelf, is an item. At the same time, certain long-standing challenges present even with more traditional applications of the FRBR model. For example, there is no formal consensus on how much of the work has to change before a new expression is declared. Catalogers (for FRBR is primarily a cataloger’s tool) are asked to rely upon common sense, community practice, and other heuristics.

In the case of an electronic object, the complications proliferate almost exponentially (Renear 2006). At first it might seem that all versions of ADVENTURE should be the “Work,” a particular instance of the game (the last version modified by Don Woods, for instance) should be the “Expression,” a particular file with a unique MD5 hash should be the “Manifestation,” and an individual copy of that file (perhaps on a Commodore 64 664 Block disk) would be the “Item.” But what if the text read by the reader is exactly the same, but the underlying code is different? These variants might be simple (a non-compiled comment added to the Fortran code), peripheral (such as the ability to recognize “x” as a synonym for the command “examine”), or very large (a port of the code from Fortran to BASIC). Should these code level variants be considered different expressions? To further complicate matters, what if the Fortran code was exactly the same but compiled to two different chips? For example, an IBM mainframe and a Commodore 64 might both have a Fortran compiler, but the two compilers will interpret the Fortran to a different set of set instructions. It might also be the case that two Fortran compilers
designed by different compilers will generate slightly different machine language. Should these compiled executables, different in their binary structure but based on the same Fortran, represent different “Manifestations” or different “Expressions”?

Finally, even two files with exactly the same MD5 signature participate in a larger software environment at runtime. The drivers that run the video interface, the keyboard, the memory, and the disk drives arguably become part of ADVENTURE when the user is playing the game. For instance, the experience of playing the game using the 6507 chip in a Commodore 64 hooked up to a black and white television may be different than the experience of playing the game on the same chip in a Commodore SX64 (the all-in-one machine some felt fit to call “portable”). Should the software environment on which the binary is executed be a part of the classification scheme at all?

We have applied the FRBR model to three different and specific instances of ADVENTURE: the source and data files as retrieved on April 27, 2008 at 6:01 pm from Dennis Jerz’s server (http://jerz.setonhill.edu/if/crowther/), the DOS Windows executable of these files edited to compile under GNU g77, a free FORTRAN compiler (http://www.russotto.net/%7Erussotto/ADVENT/), and a pirated copy of “Apple Adventure” on a 5 1/4” diskette in one of the project members’ personal possession. This work will be presented in the course of the paper, together with rationale and discussion in the context of the kind of issues enumerated above. We will also discuss the significance of this work for the broader digital humanities community, especially in so far as it represents the intersection of library and information science, textual studies, and software forensics.

As more and more libraries and repositories begin the process of collecting born-digital object, they will invariably encounter material that transcends the boundaries of documents, email, and other more or less conventional forms of electronic records. ADVENTURE, as both a working computer program and as a virtual world, as well as an artifact with widespread popular interest, is a harbinger of the kind of content which increasingly need to be accessioned, cataloged, and described. FRBR represents the library community’s best effort to date to distinguish between different versions and editions of a work. We believe the work discussed represents an important test case for FRBR’s applicability to complex born-digital objects.
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Paper 2: The Open Archival Information System Reference Model vs. the BFG 9000: Issues of Context and Representation in Game Software Preservation
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In February of 1993, the Committee for Film Preservation and Access submitted a statement to the National Film Preservation Board of the Library of Congress advocating the creation of a national policy to preserve the nation’s motion picture heritage, and arguing that such a policy would “be incomplete—utterly pointless—unless there is a guarantee of access to the films that are being preserved,” (CFPPA, 1993). This argument was summed up in the title of their statement, a phrase that has echoed throughout the library preservation world during discussions of efforts to preserve digital information: “Preservation Without Access is Pointless.”

While insuring access to preserved material is a necessary condition of preservation, we believe that efforts to
preserve computer games demonstrate definitively that it is not a sufficient condition for their scholarly use. Scholars require more than simply access to cultural materials; they require resources for understanding them as fully as possible, which is a far more difficult goal to achieve. Games are very complicated technological artifacts, and as Lowood (2008) notes, they are also incredibly complicated cultural artifacts. Understanding a game requires extensive documentation of their technical nature, of their use, and just as important, of the contexts for their use.

Issues surrounding the extent and nature of documentation necessary to preserve digital information have been extensively studied and debated by a variety of communities within the past decade. One of the significant results of these discussions has been the emergence of The Reference Model for an Open Archival Information System (OAIS) (CCSDS, 2002) as a foundational standard for the design and operation of digital archives. OAIS provides both a functional model for the operation of an archive as well as an information model describing the necessary types of information that must be acquired and maintained to preserve digital objects and their relationships to one another. While originally crafted to inform the efforts of space data archives, OAIS has gained acceptance far beyond its original community and is being used to assist in the design of preservation repositories by the international digital library community.

The information model set forth by the OAIS reference model is predicated on the idea that preserving any form of digital content will also require the preservation of a body of additional knowledge necessary to understand and interpret that digital content. This additional knowledge takes a variety of forms, but two are of particular significance to the preservation of computer games:

**Representation Information**—formally defined as “information that maps a data object into more meaningful concepts,” representation information is that information which allows a series of zeros and ones constituting a digital data stream to be interpreted as meaningful. Representation information is of two types: structure information, which maps a bit stream into common data types such as character data, integers, arrays, etc., and semantic information, which allows a user to meaningfully interpret the data. Structure information tells you that a series of zeros and ones represents a four-digit integer; semantic information informs you that the four-digit number represents the date of publication for a work.

**Context Information**—defined as “information that documents the relationships of the content information to its environment,” context information includes information documenting the circumstances in which information being archived was originally produced. It also documents relationships that may exist between a particular piece of content and other content within the archive or elsewhere. The OAIS reference model identifies provenance information as a specific type of context information, but it does not provide guidance about the nature or extent of the types of relationships between items in the archive (or outside it). This information is needed to preserve digital content that will carry meaning for future historians and other scholars.

The assumption underlying the requirement to store representation and context information is that preservation of digital content must entail preservation of the ability to fully interpret and understand content in the digital archive, both at a basic technical level (being able to render the digital data in a manner a human being can apprehend) and at a more sophisticated intellectual level (being able to understand the digital data, Aós's significance and relevance).

Archivists face a key question in trying to conform to the OAIS reference model. What is the nature and extent of the representation and context information they must maintain in order to allow users to fully understand the information being stored? Taken to its logical extreme, the semantic representation information for a digital version of Borges’ El Jardín de Senderos que se Bifurcan should include both a Spanish dictionary and grammar (and quite possibly bilingual editions of each to insure that it is possible to decipher Spanish without actually knowing the language to begin with). For complex data formats and data sets, the costs of acquiring and preserving a complete set of representation information could be extremely high. The OAIS reference model recognizes this dilemma, and states that the extent of the representation information maintained by an archive should be based upon the knowledge possessed by the designated community that the archive serves. If that community is fluent in Spanish, there is no need to maintain a Spanish dictionary and grammar in representation information set for a Spanish language work.

Now we come to the rub. With respect to context information, the OAIS reference model provides less guidance. Its emphasis on the origin of digital information, as well as on the relationship to other material in the digital archive, suggests that the concept of context information as developed by OAIS’s authors is at least somewhat in-
formed by notions of archival bond and respect des fonds from archival theory (Gilliland-Swetland, 2000). By maintaining relationships between archival records that were originally established by their creators and documented by their methods of organizing these records, the archivist traditionally preserves the original context for each individual record. At its core, the archival profession assists users in understanding the totality of information in the archive. This approach works for many electronic records, or even scientific data sets, but it may not be appropriate for all digital media and all forms of digital information.

The Preserving Virtual Worlds project has been investigating how computer games and interactive fiction might be preserved in a manner consistent with the OAIS reference model. The basic notions of representation information and context information would seem to be applicable to the preservation of computer games as digital content. However, our research to date suggests that OAIS’s assumptions regarding the relationship between archivists and the community they serve do not necessarily hold for a digital library of computer games (and probably for other complex forms of interactive media or software). The OAIS reference model seems to assume a relative homogeneity in the user community’s knowledge base; when this is the case, archival training is geared toward determining the representation information necessary for members of that community. With respect to this model, our investigations suggest that potential users of a game archive demonstrate a challenging range of technical knowledge with respect to gaming technology and use. We have not found a common intellectual grounding in software design and implementation or in game design that would allow an archivist to readily discern an appropriate level of representation information to record for games.

The same pattern holds for context information. Allowing users of a game archive to fully understand the context for a particular game also requires providing them with more information than the implicit information provided by digital records, as archival bond. But potential users of a game archive come from a variety of perspectives and with vastly differing research needs that require different contextualizing information. The needs of a game researcher investigating the relationships between game companies and user communities with respect to issues of game mods and intellectual property law are very different from the needs of a researcher investigating the influence of the development of pixel shading technology on game art, and both require significant information beyond copies of the games themselves to support their endeavors. These differing users bring varying levels of knowledge of game history and game play to their work which complicate the task of any archivist attempting to determine the forms and extent of context information that must be preserved along with the game itself.

In this paper, we will explore some of the records that will need to be preserved along with game software to address the diverse and important research questions that future historians will pose. If assumptions regarding the designated community for an archive break down, the application of OAIS, Â’s notions of representation information, context information and provenance information becomes highly problematic for our efforts to preserve computer games. Using id Software’s historically important game DOOM as an example, this paper will discuss specific problems that have emerged in applying the OAIS information model to the archiving of computer games. We will also discuss ways digital game archivists might be able to circumvent these problems.
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In 2006, Margaret Hedstrom and a team of researchers at the University of Michigan published the results of an experiment exploring how users evaluate the authenticity and usability of computer games and other digital materials that have been preserved through multiple methods (Hedstrom 2006). The study found that users tended to prefer playing emulated and migrated versions of a popular 1980s-era computer game known as Chuckie Egg to the original version. Arguing the importance of the user’s perspective in archival decision-making, the authors begin and end the paper with a call for further research into the “needs and preferences” of the user community. The purpose of our presentation is to develop this line of inquiry by drawing on our experiences with the Preserving Virtual Worlds and Game Preservation projects. Where we depart from Hedstrom and her colleagues is in how we position the user within the preservation framework. While their assumption is that users are only or primarily consumers of digital information, ours is that they increasingly play an active role in its preservation. To frame the issue in archival terms, we see users taking responsibility for collecting, managing, and creating long-term access to computer games. Because our interest lies with the contact zone between hobbyists and professional archivists, we will enumerate and analyze how we are currently collaborating with or relying on the user community to preserve virtual worlds. The purpose of our presentation is to develop this line of inquiry by drawing on our experiences with the Preserving Virtual Worlds and Game Preservation projects. Where we depart from Hedstrom and her colleagues is in how we position the user within the preservation framework. While their assumption is that users are only or primarily consumers of digital information, ours is that they increasingly play an active role in its preservation. To frame the issue in archival terms, we see users taking responsibility for collecting, managing, and creating long-term access to computer games. Because our interest lies with the contact zone between hobbyists and professional archivists, we will enumerate and analyze how we are currently collaborating with or relying on the user community to preserve virtual worlds, with an eye to how these relationships might eventually be codified within a larger preservation framework.

Web 2.0 provides one obvious context in which to consider the rise of the amateur archivist. In recent years much has been made of the allegedly stark contrast between amateur and professional culture, and those writing about it tend to structure the conversation in markedly polemical terms. While proponents of amateur culture extol the democratization of the means of production, opponents denounce the decline of subject expertise, certified credentials, and standards. This paper attempts to shift the focus and substance of the debate in two ways: first, by framing amateur and professional culture in terms of content preservation rather than (or in addition to) the more customary content creation (user-preserved media rather than user-generated media). We will draw our examples from the creative/expressive domains of computer games, interactive fiction, and 3D virtual worlds. Second, by demonstrating the interconnectedness of professional and amateur efforts to preserve virtual worlds. We propose that digital preservation of virtual worlds requires cooperation among several different stakeholders, including users, designers, creators, and archivists.

A librarian with a book she’s unsure of might turn to WorldCat for bibliographic information. Where do we turn for video games? There is no professional resource that can offer us the same depth and breadth of information for video games that WorldCat offers for more standard information resources. Instead, we must turn to the wealth of web sites maintained by the gaming community (MobyGames, Home of the Underdogs, and GameFAQs, to name a few). In the case of the PVW project, we are indebted to this community for providing us with fresh perspectives on our preservation practices, methodologies, and theories. On a purely practical level, we rely on the resources the community produces and manages to help us document context information, as well as prepare descriptive, technical, and administrative metadata for the digital objects in our case set. Moby Games, for example, is an online game database billed as “a historical archive, documentation, and review project for all electronic games (computer, console, and arcade)” with two overarching goals in mind: “1.) to store a diverse array of information about games, who created them, what their system requirements are, what their game screens look like . . . all browseable via an easy-to-use, hyperlinked interface. 2.) to let the public contribute to each entry in the database, whether it be with new entries, additional information, simple ratings, or detailed reviews.” While the screenshots, descriptions, and game metadata available on the site are all useful, perhaps most valuable is the information on the hardware and software platforms necessary to play different versions of the games we are archiving. One such game is Robert Pinsky’s Mindwheel, one of five interactive electronic novels published by Broderbund software as part of its text adventure series. Initially released for IBM and Apple, versions of the game were also adapted for Atari and Commodore systems.

The same caveats that apply to the reliability and accuracy of user-generated content in other research scenarios also apply here, and consequently we take pains to cross-reference many different sources of information. It should be noted, however, that quite often the most
authoritative resources by conventional standards are authored by individuals who are themselves dependent on or contribute to the user-generated wikis, databases, and discussion boards highlighted here. For example, Wikipedia has been a regular port of call for learning about—in some cases identifying—the publishers and rights-holders of various games in our archiving case set. Pinsky's *Mindwheel* is instructive in this regard. *Mindwheel* was originally owned and developed by Synapse Industries (or Synapse Software Corporation) and published by Broderbund Software, who acquired the IP rights in c. 1984. The complex corporate history of Broderbund, whose creative assets have been repeatedly bought and sold over the past 20 plus years, is well documented on Wikipedia. The genealogy is as follows: The Learning Company purchased Broderbund in 1998; Mattel then purchased the Learning Company in 1999 and sold it to Gores Technology Group in 2000, who in turn sold the Learning Company’s holdings to Ubisoft and Riverdeep in 2001. Mindwheel’s corporate chain of transmission is thus at least six levels deep. Based on the Wikipedia entry, it appears that the Broderbund assets and IP rights are now under the control of Riverdeep. Attempting to verify this, we contacted the Riverdeep company, who informed us that the program was no longer available or supported, but that we should consult Moby Games for more information about the developer. Likewise, Nick Montfort, Associate Professor of digital media in the Program in Writing and Humanistic Studies at MIT, has discussed *Mindwheel* in several venues, both in refereed books and conference papers, but also on the Interactive Fiction Wiki, a participatory media project to which he contributes (Montfort, *Twisty* 174-181; “Condemned”). Montfort reaches the same conclusions as Wikipedia about who owns the IP rights to the game, and while he does not footnote the “encyclopedia that anyone can edit,” it seems likely that he relied on the extensive network of user-generated game resources that he avidly promotes, uses, authors, and edits. The process by which we attempted to acquire information about the IP rights of Mindwheel thus serves as an object lesson in the way knowledge circulates across professional and amateur communities of practice, and the degree to which these communities loop back on each other.

Moving beyond our personal experiences with the PVW project, we would observe that from the perspective of collection development, the professional archivist and the private archivist often closely resemble each other. Many collections of videogame materials vary in scope, focus, and validity. Some are housed in large academic institutions, within the context of traditional archives; invested amateurs run others, and these collections are limited by the time and resources of that individual or group of individuals. Some of the collections focus on videogame material; others collect videogame material as a sub-set of their main institutional goal. Finally, some of these collections try to provide access to primary materials while others either provide access to end products (like video games, manuals, or individual music tracks), or they collect and organize information about end products. Many of these collections, whether housed within institutional settings or in individual server space, are managed by people who have an intense personal interest in their success; videogames are their avocation rather than their vocation, and the videogame collection isn’t necessarily the main collection’s focus. Due to this lack of decisive institutional support, even within institutions, videogame collections as a whole appear haphazard and fractured as opposed to collections that focus on conventional subjects, or are composed of traditional materials.

The fact that invested individuals are in charge of these collections can either be a strength or weakness depending on your point of view; for example, invested amateurs have created emulated versions of out-of-print games—these emulated games might be illegal (in that they are still intellectual property of some entity—although “abandonware”), and focus on game play rather than authentic preservation. Whatever the case, these individuals’ interest, energy, and devotion are characteristics that will have a guiding influence on the development of formal institutional collections. Additionally, these somewhat ad-hoc collections set the stage for future development of more formal repositories, and provide the information professions with a valuable starting point for future collection development.
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In April of 2008, LLC published a thorough survey by Martyn Jessop of many factors contributing to an “inhibition” of the use of GIS, or Geographical Information Science, in the digital humanities (Jessop 2008). That GIS has been slow to penetrate a scholarly population generally receptive to new practices and technologies begs a discussion of issues at once historical and methodological, institutional and pragmatic. It also demands serious engagement by scholars, programmers, librarians, and advocates for shared data and transparent, flexible services. To be effective, this engagement must come at many levels simultaneously: we must work to build core infrastructure to support GIS and leverage the strengths of (primarily government and academic) data providers; we must carefully analyze past successes as well as failures in the digital humanities in order to move forward with more robustly-imagined scholarly projects; and we must interrogate both a toolset that has evolved to suit scientific inquiry (that is, positivist models of physical behavior and dense, detailed, precisely-defined data sets, generally synchronic) and our own inherited systems for interpreting the human record within a spatial field, georeferenced or conceptual. Above all, we must make a concerted effort at understanding what it is we do, when we “do GIS.” This panel will provide differing perspectives on GIS for humanities scholarship, but from within the coherent narrative of a University of Virginia Library effort to build modern infrastructure, support innovative
digital projects, and open up dialogue about the causes and conditions of our community’s strange inhibition.

UVA Library’s Director of Digital Research & Scholarship, Bethany Nowviskie, will open this discussion, but in order to place it within a real-world services framework, Scholars’ Lab GIS Specialist Kelly Johnston and programmer Adam Soroka will describe our efforts in building an infrastructure that includes sophisticated hardware and several layers of software: a datastore for standards-compliant metadata, vector, and raster information; a translation layer that provides Open Geospatial Consortium (OGC) services to GIS applications and directly to the Web; and an application layer including a discovery portal and browser-based, interactive mapping systems that consume OGC web services.

For much of its history, GIS work has been predicated on a model of powerful independent workstations featuring complicated monolithic closed-source software, large locally-stored datasets, and users working in relative isolation who publish results in traditional media (Lo and Yeung). Until recently, this has been the model in play at the University of Virginia Library and at most scholarly institutions. A new way of working, introduced by the OGC and gaining increasing traction, utilizes Web services such as Web Map Service (WMS) and Web Feature Service (WFS) and creates an environment where processing occurs server-side, data is stored centrally and shared, and both processes and results can be published digitally, in networked media. The UVA Library Scholars’ Lab brought this new way of working to our local teaching and research community through a GIS spatial data infrastructure project (colloquially called the “New World Order”), in continued development since 2008. Its tools enable new forms of collaboration, new forms of publishing, and new forms of pedagogy – and they enforce better internal stewardship of GIS datasets through standardized metadata.

As is common, the UVA Library geospatial data collection has grown episodically, in many formats over many years, in response to user need and data availability. In 2007 we resolved to find a strategic solution to streamline user access to datasets and improve our ability to respond to user requests. Johnston will review the criteria used in our selection process and explain our software choices. He will address: how this new infrastructure better supports collaboration among scholars building spatial datasets across projects and disciplines; how it undergirds the Library’s efforts in classroom support by simplifying the contribution and sharing of datasets for collaborative pedagogical activities; and how we identified standard metadata as a key to success and embarked on work to improve both the quantity and quality of our spatial dataset.

To illuminate the advantages of this approach from a developer’s standpoint, Scholars’ Lab GIS Specialist Christopher Gist will offer a case study in digital scholarship using GIS technologies, new and old. In 2005, UVA Library’s GeoStat Center (now part of the Scholars’ Lab), in cooperation with the Virginia Center for Digital History, developed a Web-based student collaboration tool for a history class being taught by Professor Ed Ayers. The Southern History Database (SHD) aimed to allow students to pool their research on primary sources to provide larger datasets than would be possible for individual students to collect. The process was also meant to be iterative, so that one class might build on the work of previous semesters.

The SHD had a large spatial component, which involved students’ determining the location of events referenced in their primary sources. These results were then tallied and presented in thematic map form. Users could click the map to retrieve results for a given location. This portion of the project presented some very difficult technical issues for the development group. Traditional web mapping applications require specialized server applications and incurred great expense in licensing and management. Available open source applications were limited to static data.

Gist will describe how the development team cobbled together several applications, including MapServer, using the scripting language Perl to create a custom map file on user request. This method is server intensive, difficult to maintain long-term, and not scalable. If new features were to be added, existing scripts must be completely rewritten.

Since that time, many new open source applications have risen from the OGC movement to standardize spatial services and applications, and are available through the Open Source Geospatial Foundation. Since all these tools use common standards – the same ones on which we are building our GIS infrastructure at UVA – it has become easy to develop mapping applications that allow for the creation, storage, management, delivery and display of spatial data.

Now instead of large and expensive proprietary spatial web applications, the paradigm has moved to lighter tools that can be used together through OGC standards. This will allow us nimbly to create complex applications like the SHD in a matter of days instead of weeks or months. And unlike one-off applications, these new
applications are flexible and scalable with outputs in many formats that can be used in Google Earth and other easily-acquired tools. All these features make spatial applications for humanities scholarship much more attainable.

But will they help us overcome our essential inhibitions when it comes to GIS in the digital humanities? These locate themselves not only, as Jessop reminds us, in questions about the nature of the tools and our facility with them, but also in more theoretical and methodological concerns surrounding the status of image-based scholarship and our critical stance toward space and place. Bethany Nowviskie and UVA Scholars’ Lab co-ordinator Joe Gilbert continue the discussion with a look at the exigencies of humanities information and our critical impulses.

How do we conceive of and create spatial tools that are neither strictly mimetic nor strictly symbolic? One obstacle we may encounter is that maps, particularly in their digital embodiments, primarily seek to represent real-world spaces and objects. We are therefore limited by these tools’ seeming inability to engage objects on multiple semiotic levels. If we can only use spatial tools to investigate what C.S. Peirce termed “iconic,” or representative, types of signs, we are artificially restricting the kinds of interpretive acts with which we can engage (Peirce). Current GIS tools elide the subjective nature of both time and space, and thus the possibility of using such tools as richly signifying spaces in themselves.

Nowviskie will offer a young lady’s 1823 “Book of Penmanship” from the David Rumsey Historical Map collection as an example of a sophisticated (if naïve) humanities GIS—an historical and artistic document that embeds a brand of subjectivity that the tools and frameworks we build must be able to accommodate (Henshaw). This artifact—with its fascinating imaginative reconstructions, in text and image, of 1820s American geography—will also be presented, more polemically, as the physical embodiment of a method that we must take seriously in digital humanities scholarship if GIS is to take hold: graphesis, the visual construction of knowledge.

Gilbert will conclude with a look at a spatial signifier that has become iconic in a completely different sense – the Google Map marker. Here we encounter another potential difficulty for spatial analysis in the humanities: the symbolic language used by prevalent tools is too divorced (to paraphrase Raymond Carver) from what we talk about when we talk about the world. Here, the fear of maps as representations of the real is avoided, but is also replaced by an empty, literally (or virtually) floating set of signifiers. Rather than depicting this limited sign system laid over the rigid lattice of latitude and longitude, can we re-think Google Earth’s virtual sphere of photorealism and arbitrary markers through the lens of Yuri Lotman’s concept of the semiosphere, a “synchronic semiotic space?” (Lotman). A future avenue for investigation implicit in this argument would be an understanding of mapping interfaces in terms of Baudrillard’s notion of simulacra.
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The Mellon funded MONK project (www.monkproject.org) is developing a digital environment to help humanities scholars discover and analyze patterns. During the past two years of this project major leaps have been made in the development of the infrastructure necessary to 1) normalize and ingest text into a datastore, 2) support data mining and rich text analytics and 3) provide a flexible workbench with a variety of user interfaces for scholars to conduct their analysis tasks. The design and development process of this environment was guided by a small set of representative use cases. While the development of the MONK environment is still ongoing, scholars have been able to use early prototypes as well as other research or off-the-shelf tools to conduct their scholarly work, while informing the development team as to the useful features to be incorporated in MONK environment.

In this session we report on three MONK use cases which are interesting individually but collectively illustrate the type of tools that are being developed by Monk to support other scholars in the future. The use cases were selected to be diverse, representative of the questions MONK aim to address, and driven by a scholar already actively engaged in the study of the question. The scholars were selected from the institutions of the project’s principal investigators. In the discussion period we hope to discuss the struggles and successes our team encountered in the process.

The rest of this statement summarizes the status of the MONK project.

As of the time of submission MONK includes approximately 1,200 texts, including 300 American novels published between 1851 and 1875, 250 British novels published between 1780 and 1900, 300 plays, 30 works of 16th and 17th century poetry, and some 300 works of 16th and 17th prose, including fiction, sermons, travel literature, and witchcraft texts.

The texts are normalized (using Abbot, a complex XSL stylesheet) to TEI-A, and each text has been “adorned” (using Morphadorner) with tokenization, sentence boundaries, standard spellings, parts of speech and lemmata, before being ingested into a database that provides Java access methods for extracting data for many purposes, including searching for objects; direct presentation in end-user applications as tables, lists, concordances, or visualizations; getting feature counts and frequencies for analysis by data-mining and other analytic procedures; and getting tokenized streams of text for working with n-gram and other collocation analyses, repetition analyses, and corpus query-language pattern-matching operations. Finally, quantitative analytics like naive Bayesian analysis, support vector machines, Dunning’s log likelihood, etc., are run through the SEASR environment.

MONK will combine texts and tools to enable literary research through the discovery, exploration, and visualization of patterns. Users start a project with one of the toolsets that has been predefined by the MONK team. Each toolset combines individual tools (e.g., a search tool, a browsing tool, a rating tool, and a visualization) that are applied to worksets of texts selected by the user from the MONK datastore. Worksets and results can be saved for later use or modification, and results can be exported in some standard formats (e.g., CSV files).

Paper 1: Formulaic Emotion: Reading Victorian Deathbed Scenes from a Distance

Sara Steger
University of Georgia
ssteger@uga.edu

There is perhaps no other scene as quintessentially Victorian as the deathbed scene. In one of his more humorous observations, Garrett Stewart observes: “Some characters must die in any period of novel writing. As everyone allows, characters die more often, more slowly, and more vocally in the Victorian age than ever before or since” (8). A scene such as the death of Little Nell in The Old Curiosity Shop, which has now come to represent over-the-top Victorian sentimentality, once “sent most of literate England into mourning” (Kuchich 59).

In deathbed scenes, Victorian authors convey much more than just an emotional moment that advances the plot. In the same manner in which Victorian mourning rituals became formal indicators of the status and worthiness of a deceased person, authors adopted patterns serving as markers to the reader about how to feel about the deceased character. Like mourning practices, such fictionalized scenes were expected to fit a formula, designed...
to generate sympathetic feelings in the reader. Deathbed scenes solicit an affective response by meeting the readers’ expectations for a “good death” and enveloping these scenes with a certain bittersweet pathos. The formal and methodical practices of Victorian mourning thus manifested in deathbed scenes of the period. In these deathbed scenes, there is a code within the language that aims to elicit an affective response in the reader.

In my work, I use a combination of close and distant reading lenses to uncover the low-level patterns in vocabulary that equate to the higher-level formation of deathbed scenes as a literary topos, a framework within which authors can utilize certain linguistic and thematic patterns to manipulate the emotions of readers. I am building upon Franco Moretti’s conceptions of a “quantitative approach to literature” (4), which I find productively compatible with Garrett Stewart’s structuralist interpretation regarding the “style of the death sentence,” in which he argues that death scenes use specialized rhetoric (figures of speech and grammatical devices), which “can be sorted out if not strictly codified” (7).

I begin by employing WordHoard, a “philological tool” designed to precipitate the close reading and scholarly analysis of deeply tagged texts (http://wordhoard.northwestern.edu) to build lexicons of my workset of sixteen deathbed scenes. These lists form the beginning of the ways that micro-patterns parallel larger thematic patterns in the texts. For example, the Victorian ideal of the “good death” is apparent in the vocabulary: “good,” “better,” and “great” all appear in the top twenty adjectives. There is a physical materiality in the list of nouns, which includes specific parts of the body: the “hand,” the “face,” the “heart,” and the “eye.” Finally, in both the list of nouns and the lists of verb, words that reflect an interest in last looks and words stand out: “word,” “speak,” “tell,” “look,” “see,” “say,” and “hear.”

Figure A. Words that are Over-Represented in Victorian Deathbed Scenes Compared to Testbed

The raw count of a word is not always the best measure of its significance, however, so I also employ Dunning’s Log Likelihood Ratio to provide a measurement of which words were over-represented and which were under-represented in the deathbed scenes compared to my testbed set of eighty mid-Victorian novels. I thus was able to obtain a statistical measure of words that are significant in deathbed scenes. I then input the full list of significant words into a Wordle wordcloud visualization (see Fig A). By using Dunning’s log likelihood ratio, I was able to produce visualizations not just of the most common words, but of the words that are most salient in deathbed scenes.

The words that are over-represented in deathbed scenes correspond to the thematic patterns of deathbed scenes identified above. Words that set the scene are scattered across the visualization, hinting at descriptions of the bed, the room, the pillow, the chamber, and even the hospital. Words corresponding to illness also are prominent, including “fever,” “sick,” “nurse,” “doctor,” and “sick-room.” Moreover, the word cloud is a reminder of how death is a domestic affair. Not only is there an emphasis on that most domestic of spaces, the bedroom, but the vocabulary emphasizes intimate relationships—“mamma,” “papa,” “darling,” and “child.” This latter word also crosses over into demonstrating a concern with innocence and diminutiveness, especially when read with to the related “baby” and “little.” The visualization also reflects the thematic importance of last words and touches—the “lips” that “speak,” “whisper,” or “kiss,” the “last” “farewell,” the final “breath.” Emotions run high in these scenes, which are filled with “sob[s],” “tear[s],” and “cry[ing].” The language captured in the word cloud also appears somewhat elevated, with the prominent “thou,” the lofty and interestingly negative “nought,” and the somewhat perplexing presences of both “madame” and “madam.” Finally, we again see evidence here in the vocabulary of the deathbed scene of the idea of a “good death”—the loved ones are sent to “heaven” having obtained “forgiveness” or having learned to “forgive.” They have earned “mercy” and are “happy” in their final moments.

While a close reader may be able to get a sense of which words are used more often in sentimental scenes, the Dunning’s Log Likelihood ratio enabled me to discover information that a scholar would never be able to obtain without these technologies: that which is absent. What the word cloud does not include is almost as informative as what it does. Given the prominence of mourning in Victorian culture, there is almost no trace of the formal trappings of mourning in this snapshot of deathbed scenes. While the words “coffin,” “archdeacon,” and “grave” appear, the visualization shows that the topos
is much more concerned with describing the death than with detailing the mourning. The authors, it seems, rely less on the pomp and ritual of ceremony to convey a sense of the character’s worth. A description of the moment is sufficient to convey the “good death;” the burial and the mourning – the public moments in the church and graveyard – are largely absent. While this seems to contradict my earlier hypothesis that deathbed scenes are reflections of Victorian mourning practices, the act of writing itself creates the public moment of grief otherwise missing from the narrative. Authors brought the intimate moment of death to the public eye, effectively drawing the reader and creating a community of mourners. It is the relationship between the reader and the character that serves as proof of the character’s “worth.”

This makes the list and visualization of the words that are under-represented in deathbed scenes even more striking (see Fig B). One of the most under-represented words is “holy,” and it is followed by “church,” “saint,” “faith,” “believe” and “truth.” It seems the Victorian deathbed scene is more concerned with relationships, marked by words such as “forgiveness,” “mercy,” “comfort” and with personal convictions and declarations of faith. The deathbed scene is a moment in which the dying person connects one final time with living. As such, there is an emphasis on embodiment in the over-represented words: “cheek,” “breast,” “hand,” and “face.” These moments are presented less as “holy” than they are as deeply, profoundly, human moments.

Besides the surprising lack of emphasis on holiness and faith, the word cloud reveals and highlights other words that don’t represent the essence of the Victorian deathbed scene. Words that have to do with business and class (“money,” “power,” “business,” “lord,” and “gentleman”) don’t belong at the deathbed. There’s also a trend toward generalities, including general groups of “people”: “person,” “woman,” and “girl.” Even though “family,” “daughter,” and “father” make the list of under-represented words, they are more generic terms when compared to the more familiar “mammas” and “papas.” Tellingly, words of uncertainty also appear prominent in the visualization of under-used words in deathbed scenes, including “suppose,” “perhaps,” and “doubt.” The deathbed scene, by nature a scene of resolution, leaves no room for incertitude. Altogether, the words that are not used, the “negatives,” serve as a sort of shadow to the “positives,” giving dimension to the themes and patterns that stood out in the first visualization.

The increased scope, scale and speed of text analysis take me beyond my preconceived notions about the texts, revealing trends visible only with the perspective of distance. Rather than representing the end result of the experiment, the data from my experiments inspired more sharply focused readings of the texts. A visualization like the Wordle image of under- and over-represented words should not, and really cannot, stand as evidence in proving a hypothesis. The visualization is simply not empirical in nature. In a way, word clouds, as visual representations of criticism, can be seen as art useful in representing other modes of art. And, as with any instance of artistic representation, they remain open to interpretation. Distant reading can only be a viable methodology for literary study if it is used in this way: as a new lens for examining the text and as a means to inspire interpretations and readings based on the new perspective.

Notes
iThe project is also one of the “use cases” that drives development for the MONK Project (http://monkproject.org).

iiPlease see http://wordle.net
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The inclusion of the Gentleman Devil, a sucked witch’s mark, and animal familiars in Richard Head’s biographies of Mother Shipton situate these texts alongside the prophetic norms and evolution of theories of witchcraft and diabolism written during the seventeenth century. In hoping to exploit interest in ecstatic prophecy, practical maleficium, and, most crucially, the Devil’s relationship to the witch, Head’s biographies conform too closely to seventeenth-century stylistic elements, ultimately revealing their fictions. The devil is in the details.

I theorize that the presence of this seducing gentleman devil could help situate Head’s construction of Mother Shipton within a context of continental beliefs about witchcraft emerging in seventeenth-century trial accounts. In England, the witch’s mark appeared most often as a scratch, or a prick, then as a teat from which the witch’s familiar was supposed to drink as reward for the malefic crimes it committed at the witch’s behest. References to having sex with the devil became prominent in England as a reflection of newly imported continental beliefs about witchcraft. The devil in the shape of a gentleman, or the “black man,” who asks to suck from these increasingly sexualized marks, appears after the sixteenth-century when Head’s biography of Shipton was supposedly written. At the beginning of my MONK research I created a paper dataset with pens and highlighters. With this research, I found a tract, “The Mystery of Witchcraft” (1626), which showed the presence of “carnall knowledge of [the witches] body” earlier than I’d anticipated. In finding this, I had to rethink when the idea of demonic sex entered the understanding of English witchcraft, but also whether coitus was the only demonic sex act present in the material.

The inclusion of the Gentleman Devil, a sucked witch’s mark, and animal familiars in Richard Head’s biographies of Mother Shipton situate these texts alongside the prophetic norms and evolution of theories of witchcraft and diabolism written during the seventeenth century. In hoping to exploit interest in ecstatic prophecy, practical maleficium, and, most crucially, the Devil’s relationship to the witch, Head’s biographies conform too closely to seventeenth-century stylistic elements, ultimately revealing their fictions. The devil is in the details.

I theorize that the presence of this seducing gentleman devil could help situate Head’s construction of Mother Shipton within a context of continental beliefs about witchcraft emerging in seventeenth-century trial accounts. In England, the witch’s mark appeared most often as a scratch, or a prick, then as a teat from which the witch’s familiar was supposed to drink as reward for the malefic crimes it committed at the witch’s behest. References to having sex with the devil became prominent in England as a reflection of newly imported continental beliefs about witchcraft. The devil in the shape of a gentleman, or the “black man,” who asks to suck from these increasingly sexualized marks, appears after the sixteenth-century when Head’s biography of Shipton was supposedly written. At the beginning of my MONK research I created a paper dataset with pens and highlighters. With this research, I found a tract, “The Mystery of Witchcraft” (1626), which showed the presence of “carnall knowledge of [the witches] body” earlier than I’d anticipated. In finding this, I had to rethink when the idea of demonic sex entered the understanding of English witchcraft, but also whether coitus was the only demonic sex act present in the material.

The MONK Workbench combines “texts and tools to enable literary research through the discovery, exploration, and visualization of patterns. . . . Each toolset is made up of individual tools (e.g. a search tool, a browsing tool, a rating tool, and a visualization), and these tools are applied to worksets of texts selected by the user from the MONK datastore” (MONK, Workbench). I rated a large sample set of fifty-two texts using the Search by Example tool, and rated them as containing “sex,” “no sex,” and “some sex” with the devil, and ran a Naïve Bayes analytical routine, asking for lemma as my feature, and requesting one hundred “features” (words that are representative of each class of documents) be returned. Some interesting results emerged. For example, the later witchcraft tract, A True and impartial relation of the informations against three witches, viz., Temperance Lloyd, Mary Trembles, and Susanna Edwards, who were indicted, arraigned and convicted at the assizes holden for the county of Devon, at the castle of Exon, Aug. 14,
1682 was returned as a match for “sex.” Here is a suggestive excerpt found in the tract:

The said Informant upon his Oath saith, That upon the 17th day of July instant this Informant did hear Susanna Edwards to confess, that the Devil had carnal knowledge of her Body; and that he had suckt her in her Breast and in her Secret parts.

The Workbench analytics returned *From Newes from Scotland, Declaring the Damnable life and death of Doctor Fian, a notable Sorcerer, who was burned at Edenbrough in January last.* 1591 as a positive hit for “sex” with the devil. This excerpt, extracted from a large enough text chunk to make it difficult to locate by eye, comments, perhaps unintentionally, on the more pleasurable kinds of malefic sexuality seen in these encounters: for as much as by due examination of witchcraft and witches in Scotland, it hath latelye beene found that the Deuill dooth generallye marke them with a priuie marke, by reason the Witches haue confessed themselves, that the Deuill dooth lick them with his tung in some priuy part of their bodie, before hee dooth receiue them to be his servaunt, which marke commonly is giuen them vnder the haire in some part of their bodye, whereby it may not easily be found out or seene, although they be searched.

Although these texts do not share significant linguistic features, and the second excerpt is not in fact a story of English witchcraft, but of Scottish, this represents a very positive result in terms of finding patterns of malefic sexuality across a corpus. Although they suggest the necessity of rethinking how sexuality functions in witchcraft tracts and as such proves to be a useful to look at familiar texts, their location within large text chunks would have obscured them to non-domain experts.

The most provocative results of the sample was a serendipitous association that contextualized Richard Head’s construction of Mother Shipton’s diabolical upbringing. The MONK Workbench provided an opportunity to “search by example” and find unpredicted associations in terms of this research stream. The Workbench analytics rated a text as “sex” with the devil, which I had not considered, a text about Tannakin Skinker, the “hog-faced woman” from Holland. Head’s text and the Skinker text share themes such as implied witchcraft, the presence of the Devil, and the implication of the Devil’s presence, the presence of a witch or a witch’s curse, the use of wealth as a lure, the use of costly clothing as a tool for seduction, the presence of a castle or a large home, and, most substantially, hog-faced children. These numerous alignments are suggestive of the kinds of source text or framework upon which Head drew an expanded version of Shipton’s life. Although malefic sex was identified as a signifier of diabolism, numerous texts rated as “sex” with the devil by the Workbench analytic process included prodigious birth as a sign of the Devil’s presence. Prodigious births, along with witchcraft, comets, and two-headed chickens, belongs to the same kind of tabloid, or “enquirer,” genre in early modern England; Head’s version of Shipton’s life falls firmly within that genre in a way which makes the devil’s presence in it make sense outside of witchcraft or prophecy.

**Conclusions**

In this way, the computational process assisted my reading process rather than delineated it as Meuneir et al. argue must happen to make computational analytics more useful to main stream critical inquiry. Although Head’s version of Shipton’s life is not a text in the dataset, I was able to use the MONK Workbench to find a set of texts within the same genre. That is, I was able to find comparable texts without a base text against which they were compared. In addition, while the “predicted features” were only moderately helpful, patterns began to emerge that reified and challenged my understanding of the devil’s evolution in sixteenth-century witchcraft accounts and therefore my understanding of Mother Shipton’s location within these texts. Although preliminary trials with Workbench analytics produced mixed results, only sometimes predicting that texts contained the elements I was looking for to help contextualize Richard Head’s version of Mother Shipton within sixteenth-century ephemera, it suggested connections based on similarities and patterns I had not predicted. As a result, I reevaluated my hypothesis regarding demonic sexuality and its role in the prodigious birth category of early English ephemeral publications. Ultimately, this experience facilitated serendipitous literary discoveries based on unpredictable features, a process of discovery that makes tools such as those incorporated in the MONK Workbench more user-friendly to users unfamiliar with current digital research methods.
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Most critiques of The Making of Americas (Paris 1925) by Gertrude Stein contend that the text deconstructs the role narrative plays in determining identity by using indeterminacy to challenge readerly subjectivity. The current perception of Making as a postmodern text relies on the notion that there is a tension created by frustrated expectations that result from the text’s progressive disbandment of story and plot as the narrative unwraps into seemingly chaotic, meaningless rounds of repetitive words and phrases. Yet, a new perspective that is facilitated by digital tools and based on the highly structured nature of the text suggests that these instabilities can be resolved by the same seemingly nonsensical, non-narrative structures. Seeing the manner in which the structure of the text makes meaning in conversation with narrative alleviates perceived instabilities in the discourse. The discourse about identity formation is engaged—not dissolved in indeterminacy—to the extent that the reader can read the composition.

One method for reading the composition of the text without relying on what becomes a non-existent framework based on plot is to view the progression of words according to a different framework, a framework that relies on comparative associations based on word usage. Using WordHoard, we compared word usage between texts and text parts by calculating the log-likelihood ratio, which describes the size and significance of the difference between word frequencies in a base text versus a reference text. In this analysis, we measured word usage in The Making of Americans in comparison to two different sets of reference texts with more traditional narrative structures: (a) a set of 19th century novels written by Jane Austen, Charles Dickens, George Eliot, and George Meredith; (b) between the first and second half of Making, which it has been argued also represents different narrative trends (Clement 2008). Visualizing this information in Wordle—a word cloud application (Wattenberg & Viegas, 2008)—is useful primarily because it provides a visual overview of word frequencies that is easy to understand and to publish for reference. The Wordle application facilitates this kind of analysis by visualizing the list of words in a cloud that maximizes the space utilization on a computer screen by sizing the words by their relative frequencies. The more frequently a word occurs in a particular text (relative to another text) the larger the word appears. In the set of visualizations that accompany this discussion, each cloud serves to visualize words that are more or less frequent in any given comparison (see examples in Fig. 1). What becomes immediately evident in comparing these visualizations is that the prominence of particular words that consistently scores a high value in terms of discrepancy between Making and the reference texts: one.
The word *one* appears consistently across every cloud that marks the words that are more common in *Making* and less common in the sample of nineteenth century texts and words that are more common in the second half rather than the first half of the text. We then compared the relative frequencies of multiple pronouns, which revealed that the frequency of *one* surges by the end of the text (Fig. 2). What is most interesting about this graph is that the high frequency of *one* is the result of the confusion accomplished by the word’s schizophrenic nature. Words here are represented according to occurrence, not to type of occurrence. Thus, the word *one*—unlike *he, she, I, we, or even you or it*—which plays many positions in the text, in the role of a pronoun or an adjective and in the subject or object position, surges in frequency.

To better understand how the word *one* is used in the text, we created another set of visualizations prepared using a prototype we developed called *PosViz*. PosViz allowed us to compare word usage based on parts of speech in individual chapters from *Making* to the whole text. These comparisons allowed us to isolate and analyze words used more and less frequently throughout the course of the novel and to measure how and if these patterns change within the text itself. In these visualizations, each part of speech for each word is treated as a separate word instance and each instance is placed according to its appearance in the text, color-coded according to its part of speech, and sized according to its overall frequency. Thus, by using PosViz, the progression of the manner in which the word *one* is used in terms of different parts of speech is documented, allowing us to see that the use of *one* appears to change as the text progresses. For example, a relatively small one appears three times in the chapter 1 cloud (Fig. 3). This visualization indicates that the occurrence of the word one has little variance in terms of how it is used (its part of speech) and occurs relatively infrequently in occurrences that are localized to the beginning paragraphs of the chapter. By chapter 9, however, *one* dominates the discourse both in terms of its frequency and in terms of its multiple uses (Fig. 4).

By identifying the manner in which word usage changes in correlation to the presence and absence of narrative both in comparison to other novels and within the text itself, these comparisons enable a new perspective on the meaning-making processes of the text’s composition. For example, these visualizations illustrate the nature of the word *one* as it is used to heighten the word’s propensity for different reading possibilities. This lends to a reading in which one may represent a singular subject position or multiple subject positions at once. With this information, a further argument can be made that the discourse about identity formation is engaged in this multiplicity, not dissolved in indeterminacy. Thus, employing composition in her representation of identity formation in *The Making of Americans* becomes the method by which Stein seeks to represent identity, but if and how the reader is able to recognize and interpret this endeavor is predicated by her ability to see it.

This work with *The Making of Americans* is part of research and development within the MONK (Metadata Offer New Knowledge) project, a Mellon-funded collaborative seeking to develop text mining and visualization software in order to explore patterns across large-scale text collections. Stein’s text was a productive text for analysis during the beginning phases of the MONK project since its many and complicated repetitions could be processed and visualized. This presentation focuses on how the process of determining decision criteria for text mining led to the discovery that various textual features (n-grams, parts-of-speech, and log-likelihood ratios) and various visualizations (*FeatureLens, Spotfire, Wordle*, and *PosViz*) ultimately facilitated an iterative discovery process and a new reading of Gertrude Stein’s *The Making of Americans*.

**Appendix of Images**

*Figure 1: Comparisons between Making and novels by George Meredith, using log-likelihood ratios from WordHoard and visualizations produced in Wordle; A: words that are more common in Meredith;*
Figure 1.B: words that are more common in Making.

Figure 2. The frequency of “one,” “I,” “you,” “we,” “he,” “she,” and “they” are mapped across the five sections of the text in Spotfire.

Figure 3: Chapter 1, the word “one” highlighted in PosViz visualization

Figure 4: Chapter 9, the word “one” highlighted in PosViz visualization

Notes

i Please see http://wordhoard.northwestern.edu/userman/.

ii This analysis is based on Dunning’s log-likelihood analysis. Please see http://wordhoard.northwestern.edu/userman/analysis-comparewords.html#loglike.

iii The books used in this study are those available in the WordHoard application. They are listed at http://terpconnect.umd.edu/~tclement/less-more.htm. These authors were chosen because Stein repeatedly compares her text to their novels. See Stein 1990, p. 506.

iv Please see http://wordle.net/.

v These visualizations are pictured in an online appendix entitled “Visual Comparisons of Gertrude Stein’s The Making of Americans using WordHoard, Wordle, and PosViz” at http://terpconnect.umd.edu/~tclement/less-more.htm. In these slides, the comparisons have been visualized with four sets of data for each data set, all of which are set in comparison to the base text The Making of Americans and include and exclude ‘common words’ such as articles, conjunctions, and pronouns. The full list of these ‘stop-words’ is unavailable, but the creator Jonathan Feinberg has indicated in an email that ‘I have modified them by hand over time. The English one came from the Snowball stemmer project’ at http://snowball.tartarus.org/algorithms/english/stop.txt (personal correspondence).

vi Currently, PosViz does not have a web presence.

vii The analysis program used to label these uses is part of the SEASR (Software Environment for the Advancement of Scholarly Research) analytic routines (http://seasr.org/). Though imperfect, the system is consistent—it labels the same behaviors the same way each time. Thus each occurrence represents the perception of a different use of the word one.
This work is published in two articles: Don et al., 2007 and Clement, 2008.
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Introduction

The Digital Humanities Observatory (DHO) was established to support digital humanities research in Ireland, and to manage and coordinate the increasingly complex e-resources created in the arts and humanities throughout the island. The DHO, founded in 2008, has in its first year begun to implement a plan of support focusing on three main issues: encouraging collaboration; providing for the management, access, and preservation of project data; and promulgating shared standards and technology for project development.

The DHO sits solidly in the family of recent international initiatives seeking collaboration, sharing, and preservation, that signal a shift in perspective in the digital humanities environment from a project based (digital silo) approach to one in which the scholarly resources we create are linked, interoperable, reusable, and preserved. Collectively, we have entered a new phase of human and technical infrastructure development. An overview of just a few events from the past few years will serve to put the establishment of the DHO in perspective.

In April 2007 The National Endowment for the Humanities sponsored a meeting gathering some 60 representa-
tives from US digital humanities centres and institutes, and funding agencies that support their work, to discuss short- and long-term priorities and to encourage collaborative opportunities. The result of this meeting was centerNet, “an international network of digital humanities centers formed for cooperative and collaborative action that will benefit digital humanities and allied fields in general and centers as humanities cyberinfrastructure in particular.”

In February 2008 the Mellon Foundation-backed initiative, Project Bamboo, began a series of workshops to lay the groundwork for the building of an international infrastructure (technical, social, and institutional) to tackle the question, “How can we advance arts and humanities research through the development of shared technology services?” Unlike the NEH-sponsored meeting that led to the development of centerNet, which drew attendees solely from established digital humanities centers and institutes, the Bamboo Project participants are pulled additionally from humanities departments, IT support, libraries, and administration from each attending organization. These groups are not the traditional practitioners of digital humanities, and Project Bamboo represents a distinct opening up or “popularization” of the field within academia. (http://projectbamboo.uchicago.edu/)

At the same time Project Bamboo was launched, the EU-funded Interedition: An Interoperable Supranational Infrastructure for Digital Editions (funded as a COST Action February 2008-April 2012) was launched “to promote the interoperability of the tools and methodology … for digital scholarly editing and research.” Interedition and projects like it have the potential to serve both established digital humanities practitioners, such as those represented by centerNet, and those new to the field, such as participants in Project Bamboo. (http://www.interedition.eu/)


Conceived in 2004 and with the official kick-off meeting in October 2008, DARIAH (Digital Research Infrastructure for the Arts and Humanities), a network of fourteen partners in ten European countries, is working to develop infrastructure to support the preservation of cultural heritage in Europe and improve access to research material for the humanities. Currently in a preparation phase, the project will begin in 2010. (http://www.dariah.edu/)

Despite the momentum in international collaborative ventures, only a month prior to the April 2007 meeting, the UK’s Arts and Humanities Research Council withdrew funding for the Arts and Humanities Data Service (AHDS) from March 2008, despite the fact that the 12 year old network of digital humanities centres of expertise was one of the oldest and most well-respected national infrastructures in the world (press release: http://www.ahrc.ac.uk/News/Latest/Pages/AHRChreshapesitsfundingofICTresearch.aspx).

The withdrawal of funding from the AHDS came just as researchers in Ireland were in the final phases of conceiving the DHO. While those writing the grant realized that they did not want to foster the model prevalent in the early to mid-1990s of the when digital humanities was coalescing as a discipline, i.e. the lone scholar model modified to encompass a small team of postgraduates and technical staff, frequently employed by a digital humanities centre. A model m m in keeping with other international initiatives previously cited was needed: one that reaches across national boarders to encourage shared infrastructures, frameworks, and ontologies. Thus the Digital Humanities Observatory, a national digital humanities centre based in Dublin, Ireland, was founded in 2008 as a response to international developments and to a national need for digital humanities infrastructure in Ireland.

**The Digital Humanities Observatory**

The DHO was created as part of a larger national infrastructure entitled *Humanities Servicing Irish Society* (HSIS). HSIS is comprised of five of the six Universities in the Republic of Ireland (National University of Ireland, Galway; National University of Ireland, Maynooth; Trinity College Dublin; University College Cork; University College Dublin), the two Universities in the North of Ireland (Queens University, Belfast and University of Ulster), and several institutions of higher education in the Republic (College of Art and Design, Dundalk Institute of Technology, St Patrick’s Teacher Training College, Royal Irish Academy).

These institutions came together as a result of a funding call from the Higher Education Authority under the Programme of Research in Third Level Institutions (PRTLI). HSIS was awarded €28,000,000 in August 2007 to build a joint national platform for the coordination and dissemination of humanities research, teaching and training at an all-island level. This is probably the single largest award to the humanities in the world to date. Of that €28,000,000, some €18,000,000 is for capital funding. A majority of the remainder, however, is being invested in digital humanities projects, training,
and development.

The DHO is the centrepiece of the HSIS collaborative. It was founded to be a collaborator on national digital humanities initiatives, a centre of excellence, forward looking but cognisant of past humanities and digital humanities practice, and positioned to become a player in international initiatives.

These extremely ambitious goals are being carried out against a backdrop of changing expectations in the roles of digital humanities centres; changing expectations about the resources we create and the nature and rewards for those intellectual products; and a realization that their long-term viability and reusability must be designed for in the very earliest stages of project conception.

To fulfil these goals, the DHO is developing three distinct but integrated technical infrastructures. The first of these is a Portal, which is the public face of the DHO. Built on the content management system, Drupal, it not only provides information about the DHO, its activities and its partners, but features community spaces allowing the Irish academic community, as well as those interested in the work produced by that community, to stay connected.

The second deliverable is a database entitled Digital Research and Projects in Ireland (DRAPIer). This projects and methods database (modeled on the UK’s ICT Methods Database), also implemented in Drupal, provides a publicly-accessible framework for the discovery of digital humanities project in Ireland. Administratively, DRAPIer has equally important functionally. It allows us to identify projects at risk and to intervene before the content is lost to the academic community. It provides a national snapshot of the depth and breath of digital humanities research in Ireland, funding sources, and methods utilized.

The third deliverable is an access and preservation repository based on Fedora. This repository will provide public access to digital humanities resources created by the HSIS partners. This infrastructure, currently under development, is possibly the most ambitious IT deliverable of the initiative. Some of the resources created by HSIS partners will reside directly in the DHO’s Fedora instance, others will be federated in other Fedora instances maintained by DHO project partners. The interoperability of these frameworks is based on shared content modeling within Fedora.

By creating resources in which the underlying data share some level of interoperability, based on common content modeling, shared ontologies, named authority lists, and metadata standards, the DHO expects to provide a level access to a variety of heterogeneous resources having both an eye to the future in their long-term preservation, as well as an eye to the past, in providing access a wealth of Irish cultural heritage, and well as the research of Irish scholars, to a wider audience.

Making primary resources of Irish studies, as well as the research of Irish scholarship more widely available is particularly important for disciplinary studies areas typically labeled as ‘minority’. It can be extremely difficult for postgraduate students outside of Ireland or the handful of Irish studies centres outside Ireland to obtain access to the materials they need, further discouraging research in these areas. Digital publication has the ability to change this, leveling the playing field between area studies and more resourced areas such as British or American Literature.

Our panel will consist of four presentations on the political, cultural and technical aspects of the foundation and work of the Digital Humanities Observatory. We envision this presentation being of value to other countries and regional areas wishing to implement a similar multi-institutional centre. Edmond is on the DHO Consultative Committee and was one of the authors of the PRTLI proposal. She will describe the needs behind the DHO and the thoughts behind its initial foundations. Schreibman will introduce the DHO as it is today, and describe its place in the political and cultural landscape of Ireland and introduce some of the projects that have benefited from its support. Porter will discuss the development of the controlled vocabulary that supports DRAPIer and the standards that support the access and preservation repository. Day will demonstrate the Portal and DRAPIer, and will discuss how these deliverables in particular serve the growing community of digital humanities scholars in Ireland.
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In our read/write world, the Blogosphere creates a variety of semi-public and public spaces which can be used for various purposes, be they political, social, commercial, spiritual, intellectual. All of the presenters on this panel are active bloggers, engaging the blogosphere and its audiences for feminist purposes. As Marilee Lindemann states about her creative nonfiction project, Roxie’s World (http://roxies-world.blogspot.com), her blogging creates “a place where I engage seriously with new modes of writing and critical inquiry and where I translate into a popular idiom much of what I have learned in the course of 25 years of reading, teaching, and reflecting on the politics of sex, gender, and other vectors of difference in U.S. culture.” Katie King declares that in using blogs with her classes and to create intellectual community within and without her university and her usual cohort, “we use it for notices and directions to various groups: grad students and faculty in my women’s studies department, and for my local LGBT book group. For a political working group on feminism and global academic restructuring we use it for document collection and web research resources, and I use blogging to give professional talks and at conferences, when I share my research on feminist transdisciplinary practices.” Blogging can demonstrate and even alter web technologies like Google maps, and likewise demonstrate cognitive activities like scaling and scoping. These are all realities,
metaphors and models for thinking. Blog spaces are now conceptual spaces for intellectual multi-connection and feminist transdisciplinary practice.

Yet as Ellen Moody notes, “Women are the emigrant minorities of cyberspace.” Indeed, every study from 1985 through to 2003 of the World Wide Web demonstrates that it is a male construction: it was begun by men and exploits technologies many women have not been trained to use or are not comfortable using. A strongly masculinistic ethos produces and structures many regions and norms in Net life; much of cyberspace culture is still controlled and dominated by men, and reflects and encourages sexual and sheerly competitive aggression, hostility towards, and debasement of women, and disparages what’s thought to be female points of view of social life. The language of the Net, the language of instructions, commands, and descriptions of computer behavior tends to be masculinist, and much of it still defines and looks at the action a user needs to take from the point of what an engineer or programmer has automatically caused to happen to the machinery from his angle. The jargon tends to be that of imagined cowboy and science fiction adventure violence: bash, kill, abort, master/slavé, booting up. Much is rule- and product-outcome based. What is generalized in the command word is often not what the user imagines she is doing (type this in here), or the user’s aims, but what the trained engineer thinks he has to done to make his technology respond to typed commands. Many of the instructional words refer not to the user’s gesture, but to what is provided by some remote machine. The type of training someone must go through to become a computer programmer requires women to repress ways they have been encouraged to think and act, to replace picture and concrete thinking and women’s metaphors with abstractions and metaphor drawn from a male point of view. Claude Levi-Strauss associated building through combining pictures with the savage mind and called it bricolage, a process central to the way website building has often been seen and experienced. Lest one think that these descriptions of web environments are exaggerated, all one needs to do is a quick archive search on the vituperative, frequently sexist spewings of the blogger boyz on Daily Kos (www.dailykos.com/) throughout the primary season of spring 2008. Or, one might review Carolyn Guertin’s presentation at DH2007, “If I Can’t Dance, I Don’t Want To Be In Your Digital Revolution,” in which she recounted and analyzed the “seedy underbelly of the blogosphere and cyberspace populated by Alpha Dogs, Griefers, and Trolls. Alpha Dogs are people who will use any form of abuse to pump themselves up or to ‘win’ a point; Griefers are people who annoy other people, and Trolls are people who post hate speech and inflammatory messages about a person or topic in order to bait other users into responding.”

So all four panelists are acutely aware of both the great promise and hope of the blogosphere and of the fact that it is by no means an Edenic space, or at the very least there are rapacious as well as facilitating, connective machines in the new media garden. This panel’s presentations will not dwell on what Guertin class the “seedy underbelly” but will propose methodologies and practices for reflecting on the important questions framing this panel, questions about how and what kind of knowledge we are producing in the wired world, how differences are negotiated and communities are created, and how agencies are located and distributed. The panel’s focus will be on diversity not within digital humanities as a field but within the social and political networks being created in the blogosphere. One blog featured in the panel, Roxie’s World, can serve as an example for the kinds of expressions explored by the panel as a whole. Queer, feminist, comedic, and utopian, Roxie’s World is written by a prominent Americanist, feminist, queer theory scholar in the voice of a 14 ½ year old wire haired fox terrier with a leaky heart and a laoptop. It is postmodern in its giddy appropriation and re-contextualization of images, video, words, and music, in its gleeful movement back and forth across the boundaries between the animal and the human, the fictive and the factual, the personal and the political. It is political in its determination to “talk back”—to borrow a term from bell hooks—to a culture of images and talking heads and to dissent from the authoritarianism of post-9/11 Bush/Cheneyism. It is classically, literally “American” in its deployment of an innocent narrator as the vehicle for critique and satire, a narrator constantly surprised by the betrayals and disappointments of the adult humans in charge of the world.

Our critical inquiries are situated at the intersection of queer/feminist studies of the public sphere (Lauren Berlant, Michael Warner); an emerging discourse of blog studies (particularly two recent online collections, Into the Blogosphere: Rhetoric, Community, and the Culture of Weblogs from the University of Minnesota and Blogging Feminism: (Web)sites of Resistance from the Barnard Center for Research on Women); and, at least in the case of Roxie’s World, canine cultural studies (Marge Garber, Donna Haraway, Alice Kuzniar [who gets credit for the term “Canine Cultural Studies,” by the way]. Our experiments in the blogosphere have afforded us opportunities to reflect upon what blogs are, what they do—culturally, politically, literally—and what they can teach us about practices of reading, writing, and social networking in the twenty-first century. On our blogs, we each engage in gestures of “digital self-fashioning” that
we regard with a certain wariness, seeing them not necessarily as liberatory or equalizing but also as evasions, erasures, or denials of real and powerful social locations and differences. All of us in the digital humanities long ago recognized that new technologies had helped to produce forms of textuality and ways of reading and writing that are genuinely new and worth reckoning with, but, demanding participation, blogging arguably helps clarify the stakes and the possibilities of a whole new way of conceptualizing and doing humanistic work in ways that our other tools do not (or at least not so readily). As scholars, critics, teachers, and writers of various kinds, we all have a stake in getting into the game and seeing what we can do in it and with it. The tools are there. It’s up to us to find innovative ways to use them, ways that will reflect our values and commitments and advance our scholarly and cultural work. It’s important to do so not just to prove our relevance or to find common ground with our tech-savvy students, though those are not insignificant considerations. It’s important because the transition to post-print culture is advancing by the nanosecond. As Richard Miller of Rutgers has recently pointed out, a revolution in human expression is taking place. As scholars of the culture of human expression, we simply must develop the skills necessary for interpreting and understanding emerging forms of textuality, and, as Lindemann has written, “there is a lot to be said for learning by doing, which is how I have justified my now lengthy experiment in digital creativity. In other words, and you had to know I would come to this, my old dog has taught me several new tricks, and I am grateful to her for being both a loyal companion and an extraordinary teacher.”

Guertin, King, Lindemann, and Moody will examine issues of gender and other identity relations and formations, the perils and possibilities of enclaves, and the meanings of new ways and means of writing and reading to postulate ways in which blogging might be harnessed to advance knowledge production and forge new human-human and human-machine interactions. Doing so, we will probe the following in order “to rethink the intricate, the increasingly intimate, configurations of the human and the machine” and configurations of human-human interactions through machine-facilitated interactions:

- The irreducibility of lived practice, embodied and enacted;

- The value of empirical investigation in the midst of the relentless valuing of categorical debate;

- The displacement of reason from a position of supremacy to one among many ways of knowing and acting;

- The heterogeneous sociomateriality and real-time contingency of performance;

- New agencies and accountabilities effected through reconfigured relations of human and machine. (Lucy Suchman, Human-Machine Reconfigurations 1, xii).

Important also for our considerations are the special issue of Frontiers devoted to gender, race, and information technology (http://muse.jhu.edu/journals/frontiers/toc/fro26.1.html); recent books by feminist thinkers such as Isabel Zorn, J. McGrath Cohoon and William Aspray, as well as Suchman; and the recent issue of Vectors devoted to Difference (Fall 2007; http://www.vectorsjournal.org/index.php?page=6%7C1).
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This panel session will present various important current international initiatives which aim to support and take forward research in the digital humanities. In particular, it will identify the various problems that these different initiatives aim to address, compare the different approaches, and seek to draw out the connections, synergies and potential areas of overlap and competition in trying to build a coordinated environment for the next generation of advanced research.

There is a growing awareness and agreement that the principal problem facing the digital humanities is the fragmented nature of the research environment. For example, numerous tools exist, but are not interoperable with each other, or with the many datasets that continue to be prepared according to varying standards and made available according to various licensing agreements and access arrangements. This fragmentation and lack of interoperability has dogged the digital humanities for many years, and is limiting the impact of digital resources and tools on mainstream research in the humanities.

Numerous initiatives in the past have attempted to address some of the individual aspects of the problems: to provide better tools for analysis, to create resources, to offer resource discovery services, to set up networks of expert centres, to define and promote standards and good practice, to develop tools to support collaboration, to offer advisory and support services, and to harness the new paradigms of ‘cyberinfrastructure’ and ‘e-Science’ for the benefit of the Humanities. However, it has become clear that a number of more or less unconnected initiatives in these individual areas cannot address the overall problem of fragmentation and lack of coordination.

As the recognition spreads that the number and heterogeneity of the varying services, tools, and standards that are holding us back, a new round of initiatives are aimed at overcoming the problem of fragmentation, by promoting concerted, coordinated, international efforts to build a sustainable infrastructure to support and sustain effect research in the digital humanities. At the national level in several countries, infrastructure is now on the agenda, either specifically for the Humanities, or in cross-disciplinary initiatives which now include the Humanities. In Europe, the European Strategy Forum on Research Infrastructures now includes the humanities in its roadmap, and the CLARIN and DARIAH projects are underway to prepare to construct research infrastructures, and other regional structures are starting to emerge. At the international level, CenterNet is now established as a network and forum for expert centres in the digital humanities, and Project Bamboo is proposing to build a new generation of tools to support research, responding to the real and specific user requirements in the arts and humanities.

There is now an urgent priority for these initiatives to communicate, to share ideas and experiences, and to investigate the possibilities of coordinating their activities.

This panel will address the ways in which some of the most important current international initiatives are attempting to address these problems. Each speaker will be asked to address the following questions:

• What specific problems have you identified, and how is your initiative seeking to address them?

• What services, if any, do you ultimately aim to provide?

• How might you link with other related initiatives?

• What are the further elements of the jigsaw puzzle which are needed to create a coordinated and more complete research infrastructure?
Papers
Digital and Virtual Architecture: a review of two projects

Nicoletta Adamo-Villani
Purdue University
nadamovi@purdue.edu

1. Introduction

During the past four decades digital technologies have had a major impact on architecture and have completely revolutionized the way architecture is designed and visualized. The ability to digitally manipulate architectural components and to consider all possible configurations in advance has provided new, alternate means to design architecture (Bermudez & Klinger, 2003). If we observe some examples of “digitally designed architecture”, such as the Hadid nuragic and contemporary art museum in Cagliari (Zaha Hadid, 2007) and Frank O. Gehry’s Experience Music Project (O. Gehry, 2000) we note that these unique architectural designs could be created only in a computer-mediated environment.

Digital representation has proven to be an excellent tool for the communication of design ideas (Mohan, 2003). Instead of symbolic representations, static renderings and time consuming physical models, technologies such as photorealistic 3D animation have made it possible to create convincing renderings and walkthroughs that can be easily understood by non-specialists (Uddin, 1999).

In addition, a completely new form of computer-based architecture has recently emerged: Virtual Architecture. Maher defines Virtual Architecture as an ‘...interactive, networked spatial environment designed using the metaphor of physical architecture, from which it inherits many visual and spatial characteristics’ (Maher et al., 2000). The main purpose of Virtual Architecture is to provide an electronic location for people to socialise, work, and learn in the same way physical architecture does. Because Virtual Architecture uses the metaphor of cities, buildings and rooms, it can be designed by architects and then constructed by computer graphics programmers (Maher et al., 1999).

In this paper we describe and discuss two architectural projects that were developed entirely in a computer-based environment. The first is a 3D animation-based project whose goal was to design and visualize a visionary new city. The second project is an example of Virtual Architecture and its objective was to design and develop an online virtual world.

2. “Samarkand on the Euxine”: a Digital Architecture project

The objective of the project was to design and visualize a new city in the Republic of Turkey near the present site of Istanbul. The city would serve as a satellite city that would provide aid in the event of a catastrophic earthquake. Devastating earthquakes have visited Istanbul in the past at intervals varying from 300 to 100 years and the next one is due any moment. The Metropolitan Municipality of Istanbul is planning for response to the dreaded event in many ways. One of these is the development of an entirely new satellite city.

The vision of the city was created at the Envision Center at Purdue University by a team of graduate and undergraduate students led by the author and by a faculty in Purdue Civil Engineering. The team chose to use photorealistic 3D animation technology because of its ability to represent design in an intuitive, concrete way. The main advantage of 3D photorealistic animation over CAD visualizations is ‘representational fidelity’. Representational fidelity refers to the degree of realism of the rendered 3-D objects and the degree of realism provided by temporal changes to these objects. 3D animation-based visualizations include true-to-life replicas of buildings, displayed with accurate perspective, occlusion, photographic-quality materials, lights, and motion. When making a presentation supplemented with a photorealistic 3D visualization, architects and designers can convey their visions clearly to those who need to understand them in order to make decisions. In this case, it is hoped that the powerful 3D imagery produced will convince the decision-makers at the Metropolitan Municipality of Istanbul to act with the needed alacrity.

The project presented many challenges because of its complexity, the scale of the area to be visualized (40,000 acres), and the aggressive production timeline. The overall city plan was developed with the goal of creating a green city with an advanced cyber infrastructure dedicated to communications, security, and recycling. The plan includes a business district, research and government centers, modern museums, concert halls, theaters, hospitals, retail centers, exhibition halls, buildings for social functions, a sports center, and a hotel district. Figure 1 shows a partial 3D map of the city.
The design started with a low-detail city plan in the form of a .dwg AUTOCAD file. The majority of the design decisions were made directly in the 3D software as sections of the city were being visualized. The main design goal was to create a modern city that takes advantage of state-of-the-art building techniques and, at the same time, includes architectural elements reminiscent of the Byzantine and Ottoman Empires. This design theme is clearly evident in Figure 1 which shows a cluster of earthquake-resistant buildings arranged in the shape of the “Selcuk star”, a classical Ottoman symbol.

All buildings were designed, modeled and textured in MAYA 8.5 software. Global illumination and radiosity were used to give an accurate depiction of real life lights and environments; photo realistically rendered human figures, vehicles and landscape elements were added in order to accentuate the realistic look of the visualization and provide a sense of scale. The animation can be viewed at: http://www.tacc.utexas.edu/~jwozniak/TG08/13/13.html

3. The 21st Century World: a Virtual Architecture project
The “21st Century World” is a collaborative project between Purdue University and Educate for tomorrow (EforT, Hawaii). Its objective is the development of a 3D online virtual city designed to allow students and the general public to interactively explore nanotechnology enhanced products of the 21st Century. Users can travel through the city, enter buildings, manipulate objects, and interact with 3D avatars to learn about nanotechnology. The virtual city includes buildings with nanoenhanced materials and self cleaning windows that absorb energy from sun light. It features cleaner and safer mass transportation, alternate fuel stations, cars with self-repairing body-paint scratches, and buildings that grow crops indoors.

The futuristic city was designed entirely in 3D STUDIO MAX 9.0 software by a team of architects and nano-science experts (figure 2 shows two renderings of the city). The models were exported from 3D STUDIO MAX as VRML files and the interactive application is currently being programmed. Images and fly-trough animation can be accessed at: http://www2.tech.purdue.edu/cgt/i3/nanofactor/web%20site/index.htm

4. Discussion
The project described in section 2 demonstrates how digital technologies such as photorealistic 3D modeling and animation can benefit architectural visualization and design. The primary advantage of 3D photorealistic modeling lies in the ability to visualize design in more concrete terms. The usefulness of maps and architectural drawings can be limited, particularly to the non-special-
ist, whereas a photorealistic virtual model can enable decision makers and the general public to see the aspects of a project from every possible angle. ‘As a result, it can increase the level of feedback and constructive responses before taking any financial risks.’ (Wilson, 1998). In our case, clear communication and risk mitigation were the most compelling drivers of incorporating 3D photorealistic modeling/animation into the project. Considering the cost, scale and scope of projects like the one described in the paper, producing a photorealistic virtual model is a good investment because it can speed up decision making processes, streamline approvals, and reduce costly change orders (Bouchlaghem, 2005).

Moreover, the ability to interactively experiment with a variety of shapes and forms and see the results being visualized in real-time are tremendous benefits of 3D modeling and animation technology. Samarkand on the Euxine has received very positive feedback from the officials at the Municipality of Istanbul and has therefore demonstrated that effective architectural designs can be created entirely in a computer-mediated environment. The author agrees with (Bermudez & Klinger, 2003) who argue that digital thinking is indeed architectural thinking.

The project described in section 3 is an example of virtual place that draws on knowledge of architectural design. Maher argues that most virtual environments are created by programmers rather than designed by architects and, as a result, we are in the “era of vernacular virtual architecture” (Maher et al., 2000). In the development of the 21st Century World, provision of functionality and geometric description of the space were considered equally important factors. The objective was not only to create a highly interactive and functional environment, but also to design a city based on the principles of good urban design. In particular we considered the principle of ‘Legibility and Wayfinding’ to help the users in orientation and navigation tasks; the principle of ‘Character and Meaning’ to help the participants recognize and value the differences between one area and another; and the principle of ‘Order and Incident’ (e.g., balancing consistency and variety) to provide the users with an appealing environment that promotes curiosity and motivates them to continue to explore (Barnett, 1982) (Larice & MacDonald, 2007). 27 users have evaluated the 21st Century World so far. Their feedback on usability and appeal has been extremely positive, thus confirming the importance of implementing architectural and urban design principles in the design of virtual places.
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Quantitative studies of the evolution of style (‘stylochronometry’) have revealed systematic changes in the features (syntactic, morphological, lexical, etc.) of texts of the same author over time (Goldfield, Hoover 2008; Juola 2008; Stamou 2008). These findings stimulate further research aimed at detection of the individual and universal markers of style evolution of different authors and, on the other hand, integral features, ensuring style contiguity, at establishing factors which influence style development in different genres and other issues.

The aim of this presentation is to address some of the above-mentioned problems on the material of verse: to find out the pattern of the evolution of the style of American romantic poet H.W. Longfellow and to compare it to the development of the style of another famous romantic poet E.A. Poe. Poe’s style evolution was analyzed in our previous research (Andreev 2008).

Choosing the material for the study we tried to meet the requirements for the research in stylometry (Rudman 2003). Texts which were selected for our analysis were of the same genre and comparable in size – iambic lyrics not exceeding 65 lines. We analyzed the poems which the authors themselves included into their collections of works due to which they reflect the authors’ subconscious stylistic preferences. The possibility of serious editorial interventions or any other unauthorized alterations is reduced to the minimum.

In stylochronometric research the feature set, used by different scholars, varies considerably (Juola 2008; Stamou 2008). In our study we use 29 characteristics which were selected as a result of a number of experiments. They include 10 morphological and 19 syntactic features. Morphological characteristics reflect the frequency of different morphological classes of words (noun, verb, adjective, adverb and pronoun) in the first and final strong (predominantly stressed) syllabic positions – ictuses. Most syntactic characteristics are based on the traditional notions of the members of the sentence (subject, predicate, object, adverbial modifier) in the first and the final strong positions in the lines. Other syntactic parameters are the number of clauses in (a) complex and (b) compound sentences, inversions (a) complete (inversion of the subject or predicate) and (b) partial (inversion of the other members of the sentence), lines divided by syntactic pauses, enjambements (absence of syntactical pause between the lines) and lines ending in exclamation or question marks.

The creative life of Longfellow in our study is divided into three periods: early, middle and final. In order to determine the borderline between the periods biographical data was used. The first period embraces the years of his youth (1819 to 1825) till Longfellow started his working career. During this period Longfellow wrote lyrics which he later included into his two collections Early Poems, Juvenile Poems. The beginning of the last period is marked by the Civil War, which according to the majority of critics became a turning point in the development of American romanticism. This period is represented by his collections Flower-de-Luce and Ultima Thule. The remaining part of Longfellow’s creative career constitutes the second period (collections Voices of the Night, Ballads and Other Poems, Poems on Slavery, The Belfry of Bruges and Other Poems and The Seaside and the Fireside).

To establish parameters differentiating the texts of the above-mentioned three periods and to estimate their discriminant force multivariate discriminant analysis was used (Warner 2008: 650-701). The results of this analysis show that there are substantial and systematic alterations in the style of Longfellow over time. Out of 29 characteristics 15 were found to possess discriminant force, the most relevant being the number of subordinate clauses, enjambements, lines divided by syntactic pauses, inversions and the number of nouns, verbs and adjectives in the initial strong position in the line. Post hoc success classification rate is nearly 97%.

Since the second period is longer than the other two we tested whether this can influence the results (Rybicki 2008). During this experiment instead of all texts, belonging to Period 2, a 50% random sample of the texts was investigated, while the remaining poems were used as a control group for a cross-validation test.

This additional experiment gave very similar results revealing the same pattern in the poet’s style evolution. Success classification rate now was 90% and the cross-validation test yielded 64,70% of correct period prediction, which is two times higher than chance level. Such results can be considered as acceptable (Juola 2008, 288-291).

Earlier lyrics by Longfellow (Period 1) are characterized by frequent use of subordinate clauses, adjectives in the
initial part of a line, inversions and enjambments. The following example is a typical stanza of young Longfellow’s poems:

When the bright sunset fills,  
The silver woods with light, the green slope throws  
Its shadows in the hollows of the hills,  
And wide the upland glows.  
(An April Day)

The second period is characterized by fewer subordinate clauses, enjambments and inversions. In the initial part of the line verbs become more frequent. In the final position of the line the growth of the number of words in the syntactic function of attribute is observed. Some of these changes can be illustrated by the following example:

A new Prometheus, chained upon the rock,  
Still grasping in his hand the fire of Jove,  
It does not hear the cry, nor heed the shock,  
But hails the mariner with words of love.  
(The Lighthouse)

The third period is marked by further decrease in the use of subordinate clauses and the growth of the number of enjambments, partial inversions and lines divided with syntactic pauses. The number of verbs in the first stressed position decreases and the number of nouns increases. Many features of the poet’s style resemble those of his earliest poems:

The wind blows, and uplifts thy drooping banner,  
And round thee throng and run  
The rushes, the green yeomen of thy manor,  
The outlaws of the sun.  
(Flower-de-Luce)

As we see, morphological characteristics of the end of the line are the most stable. On the contrary, there is a clearly marked change in the author’s use of morphological classes of words in the initial strong position: adjectives in the first period – verbs in the second period – nouns in the third one. Syntactic features, which make verse more complex and expressive, such as enjambment, syntactic pauses in the lines and inversions, are frequent during the first period, then there is a drop in their use during the second period and at the end of his life the author resumes their frequent use.

The comparison of style evolution of such different poets as Longfellow and Poe reveals not only differences but, quite unexpectedly, certain similar tendencies, too.

Major differences can be summed up as follows:

- in Poe’s lyrics morphological characteristics of both initial and final parts of the line change over time – in Longfellow’s texts the end of the line is stable;
- the increase of verse expressiveness at the level of syntax for Poe is a constant tendency and in case of Longfellow the frequency of expressive syntactic characteristics decreases at the second stage and rises again in the third period.

Major similarities:
Despite the fact that the poets belonged to different schools of American romanticism there are similar patterns in their style development.

- The number of subordinate clauses gradually reduces over time.
- The evolution of style of both poets was not rectilinear: certain deviation from the initial syntactic pattern of verse line is observed during the middle period of their creative activities and then at the final stage both authors resume, to a large extent, the use of the features, typical of their early lyrics.
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As the scope of what constitutes a text expands to include time-oriented media such as video, it is becoming increasingly popular to incorporate multimedia in to the contexts of research and teaching. As audiences become more discriminating so too have designers and developers begun to push the limits of technology to accommodate these new appetites for more media, more features, more collaboration- more everything. Applications to collect and disseminate media to an engaged audience are becoming so sophisticated that we have entered in to a realm where our technical reach sometimes outstrips the users’ capacity to imagine its use; a situation occasionally referred to as an answer without a question. But we did have a question: how best to take several hundred videotapes of high-profile guest lecturers collected over the course of 20 odd years and turn them into an engaging, easy to use webbased application that provided users with more than just a talking head?

Our office provides specialized software development service to, and collaborates in research with, faculty members in at least a dozen disciplines. Our preference is to abstract from the immediate task and look for ways to make our work extensible or transferable to other projects. What we were looking for was a general purpose tool to apply to videos to help with what John Unsworth calls “scholarly primitives”: Discovering, Annotating, Comparing, Referring, Sampling, Illustrating, Representing. (Unsworth, 2000)

Implementation, then, would focus on treating the document as an academic “paper”, with a feature set that anticipates the expectations and requirements of a scholarly user. Each timeline (transcript, events, commentary) consists of a list of when elements; each when element identifies timestamps in the video and relates them to xml elements in the file. The XML files are stored in an XML data base (eXist), which allows for highly sophisticated xqueries if necessary. Identifying the elements in the video stream and marking up the support documents are done manually with commercial video playback and XML editors (see figure 1). Our approach is complementary in many ways to that of the AXE project (Reside, 2007).

A proof-of-concept was constructed using PHP and rely-
ing on the QuickTime player, due to its rich javascript API. As QuickTime announces its play head position the page determines which utterance in each timeline is current and displays a quickly digestible block of text to the viewer for each timeline (see figure 2).

![Figure 2. The media player and two concurrently updated channels of information](image)

Any given utterance can be bookmarked and stored for later retrieval, providing a pinpoint-accurate citation which addresses the video itself; a “video quote” if you will (see figure 2). In addition, when the user hovers over the bookmark, the text of the utterance appears. The entire corpus or a specific video are fully searchable, with results being displayed as direct links in to the video. The same interface conventions are used for the search feature. Alternative views of the transcript are also available, including viewing the entire text on-screen, or choosing a XHTML or XML (P5 TEI) download.

![Fig. 3 The media player and bookmarks](image)

This small proof-of-concept was modified slightly for a French instructor. She wished to assemble a number of short videos of French-speaking people from around the world with two goals: to improve students’ francophone cultural literacy, and to have a corpus amenable to various kinds of linguistic research. (Caws, 2007) We continue to add videos to this collection as we obtain them from around the world.

Our original task of “rescuing” the hundreds of videotaped lectures has been scaled up to become a real project, encouraging us to re-imagine the possibilities and address the shortcomings of our proof-of-concept application. We see version 2 including a more refined feature set, with the codebase moving from PHP to Cocoon in order to improve the portability and modularity of the system. Refinements will include an online system for writing transcriptions and reducing our dependency on media players by utilizing new features in HTML5. This functionality can also be used to provide an annotative channel that is accessible to all users. Storage and “play-back” of annotative snippets can provide a rich layer of added value without incurring large investments of development time because it recycles the immensely useful transcription code; this wiki-like feature has obvious value in both teaching and research contexts.

Working backward from the concept of the “video quote” we began to imagine a context in which an entire corpus of video texts is peer-reviewed and published online. Not original, unfortunately (http://www.jove.com/, http://www.vjortho.com/), but the recent emergence of such journals indicates that we may all be re-thinking what constitutes an academic journal. We do not envisage a simple transplant of the format in use by the above journals. Rather, we will have to extend it to include rich layers of annotative, transcriptive and ancillary information which can provide a discoverable and searchable corpus of texts which can be referenced on a granular level, thus providing the opportunity to sample, compare and “mash up” a corpus of video-based documents to meet either research or instructional goals.
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Due to its unique structural features and rich user-generated content, Wikipedia is being increasingly recognized as a useful knowledge resource that can be exploited for various applications. Nevertheless, the mode of information search and retrieval on Wikipedia remains that of conventional keyword-based search and retrieval of a list of articles ranked in terms of keyword matching. The objective of the ongoing project reported in this paper is to create a Web-based knowledge portal using the data extracted from Wikipedia, for the sake of enabling semantics-based search and exploration. The methodology is currently applied to the philosophy domain. Hence the project name: WikiPhiloSofia. In this paper we present extraction and visualization of the facts, relations, and networks involving 300 major philosophers as obtained from Wikipedia and we partially compare the results against those obtained by using Thomson Reuters’ Arts & Humanities Citation Index data. Insofar as the work aims at enabling semantics-based search and exploration by exploiting the user-generated content, it embodies the movement toward Web 3.0, i.e., the convergence of the Social Web (Web 2.0) and the Semantic Web. Insofar as it emphasizes information visualization for the sake of enhancing the user’s information seeking experience at the aesthetic level as well as at the cognitive level, however, the work also embodies the trend toward information aesthetics. As such, the WikiPhiloSofia project serves as a venue of the convergence of arts, humanities, and computer/information science/technology, contributing to a paradigm shift toward the next generation of online search, retrieval, and delivery of digital information in the humanities.

Introduction

Philosophy (and here we mean Western philosophy), dating back at least to approximately 600 BC, is one of the oldest of all academic disciplines and is, in particu-
lar, one of the core disciplines in the humanities. Partly due to its long history, and partly due to the nature of the discipline itself, the domain of philosophy presents a rich semantic network involving an extended genealogy of philosophers and related philosophical concepts, ideas, and doctrines, which can be explored and examined from diverse perspectives.

Wikipedia (http://www.wikipedia.org) is an open-access, collaborative Web encyclopedia project, initiated by Jimmy Wales and Larry Sanger in 2001. Wikipedia has since grown rapidly to become one of the most sought-after resources on the Web. Due to its collaborative way of construction and due to its impressive size and growth rate, Wikipedia is considered a foremost example of Web 2.0 applications.

The objective of the ongoing project reported here, entitled WikiPhilosofia (formerly known as The WikiPhil Portal), is to extract, analyze, and visualize meaningful and interesting facts, relations, and connections among philosophers and philosophical concepts via the automatic processing of the structural features and semantic content of Wikipedia. By doing so, we aim at creating a useful and user-friendly portal for students of philosophy as well as the general public, thereby contributing to the cause of digital humanities. The project is still in its early stage. However, the current paper extends our previous work on the project (Athenikos and Lin, 2008), especially by presenting new results and findings. Specifically, the paper illustrates extracting and visualizing the data concerning facts, relations, and networks involving 300 philosophers, as extracted from Wikipedia, for semantics-based search and exploration, and it presents a partial comparison of the Wikipedia data against those from Thomson Reuters’ Arts & Humanities Citation Index (http://thomsonreuters.com/products_services/scientific/Arts_Humanities_Citation_Index).

Wikipedia Data Extraction
A prototype system for the project was implemented in Java using the Java servlet technology. First we describe the materials, methods, and results involving data extraction.

Materials
We only used the English version of Wikipedia. The initial results we had obtained in the project (Athenikos and Lin 2008) were based on the data extracted from Wikipedia pages downloaded on 29 May 2008. The results we report in this paper are based on the Wikipedia pages downloaded more recently on 23 December 2008.

Methods
We obtained a chronological list of 300 philosophers (including influential theologians, writers, scientists, etc.) from Wikipedia’s “Timeline of Western Philosophers” page. We extracted information on the hyperlink connections and academic/biographical facts concerning the philosophers (as presented in infoboxes and wikitables) from their individual Wikipedia article pages, and stored the data in the form of semantic triples (Subject–Predicate–Object) in a MySQL database. We retrieved the data needed for visualization by querying the database, and stored the results as XML files marked up with GraphML and TreeML.

Results
Table 1 shows the types of information extracted. Table 2 summarizes the basic statistics concerning the dataset.

Table 1. Types of information extracted.

<table>
<thead>
<tr>
<th>Period</th>
<th>Occupations</th>
<th>(Outgoing) Hyperlinks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timeline/Most Influential</td>
<td>Field/Main Interests</td>
<td>Categories</td>
</tr>
<tr>
<td>Lifetime</td>
<td>Schools/Traditions</td>
<td>Philosophers Linked via Out-Links</td>
</tr>
<tr>
<td>Birth</td>
<td>Notable Ideas (Known For)</td>
<td>Philosophers Linked via In-Links</td>
</tr>
<tr>
<td>Death</td>
<td>Notable Works</td>
<td>Philosophers Linked via Bi-Links</td>
</tr>
<tr>
<td>Names</td>
<td>Notable Awards</td>
<td>Religion</td>
</tr>
<tr>
<td></td>
<td>Venerated in</td>
<td>Influenced by</td>
</tr>
<tr>
<td></td>
<td>Influenced</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Notable Teachers</td>
<td>Notable Students</td>
</tr>
</tbody>
</table>

Table 2. Basic statistics on the Wikipedia dataset.

As shown in Table 2, while there exists a high number of hyperlink connections among the 300 philosopher pages, there are a few pages that do not contain any out-links to the other philosopher pages and/or do not receive any in-links. Also, only 192 philosopher pages contain infoboxes that summarize academic/biographical facts, which is (at least in part) why there are some philosophers that are shown to have no influenced/influenced-by relations.

Semantic Search Interface
We created a Web portal interface via which the user can issue queries on the facts, relations, and networks involving 300 philosophers and explore the results displayed.
using diverse modalities of interactive information visualization as will be illustrated in the next section. Figure 1 shows the homepage of the WikiPhiloSofia portal (http://research.cis.drexel.edu:8080/sofia/WPS/).

Upon entering the portal, the user will choose to focus on one philosopher, two philosophers, or all 300 philosophers. In case a user chooses to focus on one philosopher, for example, the user is directed to the menu shown in Figure 2, which contains three fields corresponding to Subject, Predicate, and Object. The user can select a philosopher from the first dropdown menu, and then select a predicate from the second dropdown menu, in order to retrieve relevant objects. Table 3 summarizes various query options and result display modalities.

Interactive Visualization

The query results are presented via interactive visualization, implemented by using the Prefuse information visualization toolkit (http://prefuse.org).

Figure 3 presents a radial graph representing the facts about Plato, which amounts to visualizing the semantic network involving the philosopher. Figure 4 shows a fisheye tree representing extended influences originating from Plato.

Figure 5 shows a radial graph representing commonalities between Heidegger and Dewey.

The visualization of non-overlapping extended link/influence relations from/to one philosopher (using a graph or radial graph), and of strongest link/influence connections among 300 philosophers, is implemented by using a novel graph simplification method that we have developed, called the Strongest Link Paths (SLP) (Athenikos and Lin, 2008), which substantially simplifies the graph topology while highlighting the most dominant nodes and their interconnections.
Comparing with AHCI Data

In this section we discuss some of the results of comparing the Wikipedia dataset against a subset of Thomson Reuters’ Arts & Humanities Citation Index (AHCI) that contains 1.26 million records covering the 10-year period of 1988-1997.

Table 4 lists top 20 philosophers that receive the greatest number of in-links from among 300 philosophers in the Wikipedia dataset, those that receive in-links from the greatest number of philosophers in the Wikipedia dataset, and those (among the 300 philosophers) that have the highest citation count in the AHCI dataset.

Interestingly, Aristotle shows up top for all 3 categories. While there are certain differences among the 3 lists, the majority of the philosopher names that appear on the 2 lists involving the Wikipedia dataset include major figures in the philosophy domain, as does the list obtained from the AHCI dataset. This shows that the hy-
perlink data extracted from Wikipedia, which embodies a huge amount of latent human annotation (Chakrabarti et al., 1999), provide a fairly good representation of the central figures in philosophy. In order to prevent a naïve, simplistic, and literal interpretation of these findings, it must be mentioned that what we argue is not that these philosophers are central figures because they have a large number of hyperlink connections in Wikipedia or that their relative centrality corresponds to link counts.

Table 4. Highly in-linked vs. highly cited philosophers.

<table>
<thead>
<tr>
<th># of In-Links from Phil</th>
<th># of In-Linked Phil</th>
<th>Citation Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aristote (212)</td>
<td>Aristotle (105)</td>
<td>Aristotle (11466)</td>
</tr>
<tr>
<td>Plato (161)</td>
<td>Kant (89)</td>
<td>Freud (11455)</td>
</tr>
<tr>
<td>Kant (147)</td>
<td>Plato (68)</td>
<td>Foucault (11405)</td>
</tr>
<tr>
<td>Aquinas (128)</td>
<td>Leibniz (62)</td>
<td>Leibniz (10231)</td>
</tr>
<tr>
<td>Russell (109)</td>
<td>Hume, Locke (56)</td>
<td>Hume (9222)</td>
</tr>
<tr>
<td>Hegel (98)</td>
<td>Russell (54)</td>
<td>Hegel (9810)</td>
</tr>
<tr>
<td>Locke (95)</td>
<td>Spinoza (52)</td>
<td>Kant (8595)</td>
</tr>
<tr>
<td>Hume (92)</td>
<td>Hegel, Hobbes, Newton (47)</td>
<td>Cicero (8507)</td>
</tr>
<tr>
<td>Leibniz (87)</td>
<td>Descartes (46)</td>
<td>Nietzsche (6776)</td>
</tr>
<tr>
<td>Augustine (82)</td>
<td>Rousseau (43)</td>
<td>Marx (6816)</td>
</tr>
<tr>
<td>Descartes (79)</td>
<td>Augustin (42)</td>
<td>Augustin (3594)</td>
</tr>
<tr>
<td>Spinoza (75)</td>
<td>Bentham, Averroes (40)</td>
<td>Averroes (3574)</td>
</tr>
<tr>
<td>Avicenna (74)</td>
<td>Avicenna (39)</td>
<td>Wittgenstein (4767)</td>
</tr>
<tr>
<td>Hobbes (70)</td>
<td>Adam Smith (38)</td>
<td>Aquinas (4130)</td>
</tr>
<tr>
<td>Newton (69)</td>
<td>Voltaire (37)</td>
<td>Newton (3630)</td>
</tr>
<tr>
<td>Averroes (66)</td>
<td>Nietzsche, Socrates, Democritus (36)</td>
<td>Sartre (3405)</td>
</tr>
<tr>
<td>Marx, Albertus Magnus (64)</td>
<td>Berkeley, Edmund Burke (33)</td>
<td>Sartre (3405)</td>
</tr>
<tr>
<td>Nietzsche, Socrates, Democritus, Anselm (61)</td>
<td>Rousseau (3070)</td>
<td></td>
</tr>
<tr>
<td>Rousseau, Bentham, Adam Smith (60)</td>
<td>John Stuart Mill, William of Ockham, Grotius, Pierre Bayle, Thomas Reid, Al-Kindi, Al-Farabi, Al-Ghazali (32)</td>
<td>Bonaventure (59)</td>
</tr>
<tr>
<td>Bonaventure (59)</td>
<td>Hutchences, Boethius, Wolstonecraft (31)</td>
<td>Descartes (2895)</td>
</tr>
</tbody>
</table>

Table 5. Philosophers bi-linked vs. co-cited with Heidegger.

<table>
<thead>
<tr>
<th>Bi-Linked Phil</th>
<th>Co-Cited Phil</th>
</tr>
</thead>
<tbody>
<tr>
<td>Husserl (11)</td>
<td>Derrida (776)</td>
</tr>
<tr>
<td>Plato, Sartre, Derrida (6)</td>
<td>Kant (552)</td>
</tr>
<tr>
<td>Kant, Maricase, Rorty (6)</td>
<td>Nietzsche (535)</td>
</tr>
<tr>
<td>Parmenides, Heracleitus, Aristotle, Nietzsche (5)</td>
<td>Hegel (453)</td>
</tr>
<tr>
<td>Anaximander, Bentano, Dihlery, Jaspers, Foucault (4)</td>
<td>Aristotle (412)</td>
</tr>
<tr>
<td>Duns Scotus, Schelling, Hartmann (3)</td>
<td>Husserl (407)</td>
</tr>
<tr>
<td>Kant, Hegel, Adorno (2)</td>
<td>Foucault (149)</td>
</tr>
<tr>
<td>Plato (317)</td>
<td>Wittgenstein (261)</td>
</tr>
<tr>
<td>Sartre (209)</td>
<td>Adorno (205)</td>
</tr>
<tr>
<td>Descartes (166)</td>
<td>Freud (193)</td>
</tr>
<tr>
<td>Marx (135)</td>
<td>Jaspers (129)</td>
</tr>
<tr>
<td>Kierkegaard (130)</td>
<td>Aquinas (120)</td>
</tr>
<tr>
<td>Lukacs (104)</td>
<td>Augustine (103)</td>
</tr>
</tbody>
</table>

Table 5 shows a comparison of the list of philosophers who have bi-directional link connections with Heidegger in the Wikipedia dataset and the list of philosophers (considering only those that belong to the 300 philosopher set) that are most frequently co-cited with Heidegger within the AHCI dataset. As shown, 13 out of 20 most co-cited philosophers appear on the list of bi-linked philosophers. In addition, 3 out of the remaining 7 co-cited philosophers (Descartes, Wittgenstein, and Augustine) have hyperlink connections with Heidegger in one direction. Again, we are not making a naïve argument that those who are bi-linked or co-cited with Heidegger are intellectually closer or even similar to him in the order of bi-link/co-citation counts. It is however interesting to note the overlap between the two lists. In most cases shown in the table it is not hard to imagine why a certain philosopher may be bi-linked and/or co-cited with Heidegger, even though the reasons vary among the cases.

Figure 9 shows a radial graph representing 25 philosophers most frequently co-cited with Heidegger and with Dewey, respectively. Those co-cited with Dewey include Heidegger. Those co-cited with both of them include Wittgenstein.

Related Work and Discussion

Wikipedia has recently become a topic of intense interest among researchers who recognize its utility as a source of a vast amount of knowledge that can be exploited for various applications. What renders Wikipedia a particularly valuable resource is the fact that it can be mined for knowledge based on its structural features as well as its textual content (Zesch et al., 2007). As such, some Semantic Web (Berners-Lee et al., 2001) researchers have turned to Wikipedia for clues to mitigating the knowledge acquisition bottleneck (Krötzsch et al., 2005). In
this paper we have demonstrated extracting/visualizing structured data available in Wikipedia by exploiting its hyperlinks (cf. Bellomi and Bonato, 2005), category links (cf. Chernov et al., 2006), and templates (i.e., infoboxes and wikitables) (cf. Auer and Lehmann, 2007). The logical extension of the current approach would be to extend the methodology to derive more extensive and implicit relations and connections, by exploiting the textual content of Wikipedia articles and by employing inference.

Social network analysis (SNA) has been used for some time in diverse disciplines besides sociology. With the advent of Web 2.0 (O’Reilly, 2005), characterized by the emergence of various collaborative authoring, blogging, bookmarking, tagging, networking, etc. sites that utilize combined social capital, SNA has become a key technique for capturing and exploiting data on social connections and interactions for various applications. Even though we have not attempted (and do not intend) to compute various centrality measures used in SNA (Wasserman and Faust, 1994), we have shown that the lists of highly-connected philosophers obtained by using even the simple hyperlink data in general provide a good representation of the central figures in the philosophy domain (not in the naïve sense that rankings purely based on hyperlink statistics correspond to the relative importance of each philosopher one-to-one). We have also shown that the networks of philosophers emerging from the hyperlink and semantic data extracted from Wikipedia exhibit the characteristic of the small world (Milgram, 1967) or the six degrees of separation phenomenon.

Insofar as the networks that we consider in this project are concerned with the connections among philosophers (and philosophical concepts), indirectly derived from Wikipedia, and not with the direct connections and interactions among the editors of the corresponding Wikipedia articles, the project is related to citation analysis, in particular, author co-citation analysis (ACA) (White, 2003). In this regard, we have presented a partial comparison of the results based on the Wikipedia data against those obtained by applying ACA to Thomson Reuters’ AHCI data, using specific examples. While the results have shown an overall correspondence between the two datasets, it must be pointed out that the comparison was limited to 300 philosophers considered. It must again be emphasized that we do not equate link count or co-citation count with intellectual closeness or similarity.

Lastly, the WikiPhilosofia project is prominently a project about visualization as an effective mode of data/information/knowledge representation. Information visualization, via the use of interactive, visual representations of abstract data, serves to amplify human cognition, making it possible or easier to recognize the hidden patterns and structures that might not otherwise be quite apparent or comprehensible (Card et al., 1997; Tufte, 1990), while enhancing the user’s information search experience at the aesthetic level as well. We have illustrated how the results of various user queries can be presented using diverse modalities of visualization, by effectively visualizing the facts, relations, and networks that pertain to the 300 philosophers in the Wikipedia dataset. In particular, we have applied the Strongest Link Paths (SLP) method (Athenikos and Lin, 2008), which selects only the strongest link connections (measured in terms of hyperlink count or other connection strength measure) in order to highlight the most significant nodes and links. Even though SLP is rather simpler than other graph scaling methods such as pathfinder network (Schvaneveldt, Durso, and Dearholt, 1989) or main path analysis (Hummon and Doreian, 1989), we have found that it allows us to achieve substantial data reduction and to obtain a meaningful representation of the dominant figures and their connections within the network of philosophers even from the simple hyperlink data.

Conclusion

The WikiPhilosofia project aims at creating a knowledge portal based on the data extracted from Wikipedia. In this paper we have illustrated extracting and visualizing the facts, relations, and networks involving 300 major philosophers in order to enable semantics-based search and exploration. The future work will include extending the approach to include more philosophers, extracting and visualizing the connections among philosophical concepts, deriving more extensive and implicit relations and connections, as well as applying the methodology to domains other than philosophy for comparison and evaluation purposes.
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The need to create, maintain, and publish a bibliography has been a recurring theme in the digital humanities projects we have been involved with over the past fifteen years. This may be as simple as listing references for individual digital artifacts or as complex as maintaining a comprehensive record of all significant works published about a particular author. Bibliographies are rarely the main research focus of a project—from either the humanities or the technical side—and are therefore frequently relegated to the sidelines. In the best of scenarios, custom applications are built that support the bibliography of a particular project. In the worst (and perhaps more common) scenarios, a scholar creates a bibliography in Word and the result of the “export to HTML” function is copied into the appropriate page on the project’s Web site.

Whether the bibliographic component of a digital humanities project is a necessary chore or a key scholarly contribution, for most projects it is a tedious, labor-intensive effort. The development of one-off bibliography solutions for individual projects may reduce the effort required by humanities personnel, but this comes at the cost of increased developer time—a scarce resource. While developing a bibliography system from well-defined initial specifications is straightforward, it is tedious and time consuming. Furthermore, unless care is taken in the initial design, the resulting system is not likely to anticipate future needs of the project making it difficult or impossible to modify the application to meet new needs as they arise.

To avoid developing a new bibliographic management system (BMS) from scratch for each new project we work on, we are implementing a general-purpose system that can be tailored to meet project specific needs. Whereas the development of a BMS tailored to the specific needs is of a single project is straightforward, the development of a general-purpose BMS poses interesting challenges. We have identified four key requirements based on our experience with the use of bibliographies in various projects we have been involved with.

First, the BMS must support user-defined genres. While standard bibliography genres (such as books, journal articles, electronic resources) are usually adequate for personal use, editors in charge of large scale bibliography projects often need to tweak the standard genres in order to convey unique aspects of their material more effectively. Special purpose projects may need to record material not envisioned when the BMS was initially developed. In addition to defining the content of different genres of bibliographic entries, a BMS also needs to define semantic relationships between genres. For example, a chapter is a part of a book, or a review is a journal or newspaper article about another work. While these relationships are expressed in a human readable form in the entry’s content, it is also necessary to provide formal, machine-readable representations in order to build systems that leverage these relationships to support data entry and browsing.

Second, the BMS must enable multi-faceted organization and navigation of the collection. This includes standard features such as full text searching and the ability to search or browse based on entry fields (a challenging task if those fields are not known in advance). In addition to these techniques, editors of large bibliographies often rely on hierarchical taxonomies and controlled vocabularies to structure collections. The BMS should provide tools to assist editors in developing these organizational strategies. While most projects we are familiar with rely on a unified categorization scheme developed from a single, authoritative editorial perspective, we anticipate the need to organize collections from multiple perspectives. One example of this is allowing individual users to add their own tags or to bookmark entries in “folders.” By allowing these personal organizations to be either private or public, a BMS can enable external editors to build on existing work to offer alternative views of the bibliographic record of a field.

Third, the BMS must facilitate collaborative editing. In a typical, project-scale bibliography, a single editor or team of editors is responsible for maintaining the quality and accuracy of the bibliographic entries. Much of the day-to-day work of entering data and updating entries, however, may be performed by assistants, often graduate students working under the supervision of the editor (or editorial board). Moreover, the broader academic community may assist this team of editors and assistant editors by recommending new items for inclusion in the bibliography and suggesting corrections to existing
items. To support this workflow, the BMS needs to provide a sandbox where users with lower privileges may edit entries prior to being made publicly available by the approval of an authorized editor. This also requires the ability to assign users to different editorial access levels, to track changes, and to maintain persistent links to the different published states of a bibliographic record. The BMS should also include user management features to allow users to maintain their own profile and to allow project editors to grant and revoke editorial permissions.

Before deciding to develop our own BMS, we first investigated the many open source and commercial solutions currently available including BibTeX, Zotero, and EndNote. Like others (Stout 2008), we quickly concluded that most of these systems are tailored to the management of personal collections and inadequate for our purposes. RefDB provides reference management engine that might be useful, but would require significant customization and extension to meet our needs. Given the amount of work that would be required to extend any of these existing systems, we decided that developing our own BMS was the best course of action.

Implementation

To achieve this, we have developed a system called BiblioMS. Instead of implementing BiblioMS as a stand-alone Web application with its own built-in interface, we have designed it to function as a set of application modules that can be integrated with existing Web sites or other applications. This allows us to maintain the distinctive look-and-feel of the different projects in which we deploy BiblioMS. For example, Fig. 1 shows screen captures from two projects in which we have deployed this system.

Finally, the BMS must allow integrated access with the project’s existing Web-interfaces. This includes developing editors’ and readers’ interfaces whose look and feel match that of the rest of the project’s Web site. Components of the bibliography should be accessible throughout the project site. For example, it should be possible (and relatively easy) to include a reference to a bibliography entry in the text that appears on the site or in a reference section for a particular digital artifact. It should also be possible to integrate bibliography editing tools with other editorial interfaces. For example, if a nautical archaeology project is building an interface to allow project members to add information about a shipwreck, it should be possible to add references to supporting material directly from this interface without going to a separate editor’s interface for the BMS.

The main BiblioMS system consists of the core bibliography management engine and a set of JavaScript libraries for accessing this engine. The management engine implements the storage, modification, revision control, categorization, and retrieval requirements outlined above. A Web interface layer provides access to the engine via an HTTP API (application programming interface). This architecture is shown in Fig 2.

The JavaScript libraries implement an object-oriented API that allows project developers to interact with the management engine directly from Web pages without writing any server side code. In our experience, we have found that developing user interfaces in HTML and JavaScript and using server-side technologies (such as PHP and Java Servlets) only for data management improves
The LANCHART Search Engine—Making important progress in data and data archiving reuse
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In this paper, we describe the basic design of a multi-purpose, multi-disciplinary database-driven research tool for spoken language research developed and implemented by the LANCHART Centre (University of Copenhagen). The LANCHART Search Engine provides an open source, highly robust, fast and versatile framework for the entering of, working with/analyzing, visualizing, and not least reusing spoken language research resources.

Secondly, we describe the IS-structures and programs supporting the search engine, most notably the creation of import-export filters for a number of widely used transcription and analysis tools (presently Praat, Transcriber, CLAN).

Last, to illustrate the concrete usability and versatility of the resultant e-science tool, we demonstrate by example some of the many uses this e-science tool has already been put to use by LANCHART as well as by visiting scholars.

Background

The LANCHART project (Gregersen 2009, lanchart.dk) initially created the search engine for contextualized searching/mining of a very large spoken language corpora presently consisting of ~380 sociolinguistic interviews spanning more than 30 years of same-respondent recordings. During the course of its development it has proven itself an obvious candidate to an e-science tool for other corpora of spoken language under the Danish CLARIN project (http://english.dkclarin.ku.dk/). As it stands the corpus encompasses ~7 M transcribed words and ~39 M linguistic annotations.

The LANCHART search engine is a working research tool that is supporting more than 15 different thus computer-assisted research efforts ranging from phonetic, through grammatical to discourse context analyses.

Architecturally this versatility, i.e. reuse of both research data and the underlying enabling technology, has been
achieved by stratifying the basic data model into elements:

- topology or ‘data architecture’
- (analytical) content
- semantic structure(s)

This separation has long been advocated by prominent new media scientists such as Bolter (2001), Weinberger (2002), Levy (1998) and has proved rarely opportune in the case of preparing scientific work on spoken language corpora for an up to date e-science.

Data Architecture, outputs and the reusable engine

The data architecture is dictated solely by the structural elements of spoken language, i.e. it happens in contiguous time, there may be many simultaneous speakers and many things (of analytical interest) may happen at once.

These structural characteristics are afforded by designing the data store around two basic entities:

1. ‘Slice’: a period of time defined by its starting and stopping time relative to the recordings (recording may be audiovisual or audio only).

2. ‘Tier’: a set of slices spanning the length of the sample

Each slice may be annotated, e.g. with the word uttered or a comment, but only one such annotation may be entered for any one slice. Simultaneously occurring annotations are represented by placing a slice with identical boundaries in a different tier.

Tiers are identified by a unique tier name (Orthography (AMF) in Fig. 1.) allowing for linking to speaker metadata, annotation encoding convention, lists of related tiers etc.

This purposefully devoid-of-meaning data architecture creates an environment where most needs of researchers of spoken language are met. They may annotate whatever, wherever and importantly whenever (i.e. as finely grained) as they wish.

The search engine on its part has two output formats: a KWIC concordance of the finds and a .csv file in which the finds are supplemented with columns containing time values, the content of aligned intervals in all other tiers and the speakers’ background information. This is then used for statistical analyses using programs such as SAS.

Data Semantics and reuse of data

As hinted to above, the semantics, the meaning of the annotations in any given tier, is entirely decided by the annotator. The unique name of each tier allows for any amount of metadata to be linked with the tier, e.g. guides and explanations of the contents as well as coding conventions used.

Reuse becomes the simple task of choosing between already created tiers: which are of analytical interest for the present purpose? Then create a ‘package’ with only those tiers present, export this package to one of several supported formats and get started on one’s own analytical contribution.

IS structures and computer programs supporting the search engine

A search engine is not much of a research tool if it isn’t easy to input data for searches, does not scale or if it is not well documented, easily customized and written in an easy to maintain programming language.

With this in mind from the very outset, the LANCHART Search Engine is developed in open source tools (LAMP, Java/jsp) with initial support for the CLAN, Praat & Transcriber spoken language representational formats.

It is also central to note, that the conversion and import functions were implemented by translating to and from a ‘super-format’ instead of directly between formats. This allows the researchers freedom to choose whatever tool suits their situation best and for easy, if not always lossless, translation between all formats used both currently and in the future – writing new translators is, if not easy, then thanks to the architecture surmountable.
Ongoing computer assisted analysis / e-science using the LANCHART Search Engine

Here, we mention but a few of the LANCHART Centre’s corpus/e-science research projects (for more see http://lanchart.hum.ku.dk/reports):

In most detail, we describe the work of Jeffrey Parrot who has formulated a project investigating socially salient and theoretically challenging variation in the pronominal case forms of Danish within the broader context of research on the morphosyntax of case in Germanic, to test whether variation in Danish pronominal case is stable or represents a change in progress. By using the analytical tiers already present in the corpus as his research base he can then add his own tiers considering factors including attested pronouns’ case form, person, number, conjunct ordering, and structural position as well as including speakers’ age, sex, geographic location, profession, and relative literacy. Using the search engine to locate candidate concordance sections, Jeffrey may jump start this effort.

Other researchers at the centre have produced works on the correlation of phonetic and grammatical variables, on bilingualism, and perhaps most notably, phonetic variation in real time over recordings spanning more than 30 years (see Gregersen 2009).

The digital infrastructure makes it possible not only to study the influence of geographical origin, gender and social class on the use of the linguistic variables in question and the possible interaction of functional and sociolinguistic factors but also to analyse possible correlation between the different linguistic variables and between linguistic variables and discourse context allowing us to formulate and test hypotheses about the origin and spreading of patterns of linguistic changes in late 20th century Danish.
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The TEI header is a valuable but sometimes overlooked part of a TEI document. The header is the main source of documentation for a TEI encoded electronic document, and has been created to describe “an encoded work so that the text itself, its source, its encoding, and its revisions are all thoroughly documented.” It is described as an electronic analogue to the title page of a printed book, but it is really much more than that. The header provides a location to place any kind of information about a text that should not or need not be described within the body of the text itself—for example, narrative descriptions of a series of illustrations, or of individual illustrations; definitions of terms that occur in the text; demographic information about the people involved in the creation of the text, its TEI transcription, or mentioned in the text; even complete descriptions of physical objects (using the <msDescription> element). All these can be placed in the header and then linked to passages in the body of the text using one or more of a variety of available linking mechanisms. This combination of digital textual data (stored in <text>) and digital header metadata (stored in <teiHeader>) provides a method for description that is generally clear and flexible. Witness that several other popular XML vocabularies use an analogous system of separating metadata from data immediately as the two children of the root node, with the metadata coming first. (Notably XHTMLa and DocBookb follow this pattern.) However, the placement of certain specific metadata within the header is not always so clear.

The TEI Guidelines often recommend that users place a specific piece or kind of metadata in the TEI header, but sometimes they do not specify into which area of the header the particular information should be placed. E.g., the <gap> element “indicates a point where material has been omitted in a transcription, whether for editorial reasons described in the TEI header, as part of sampling practice, or because...”. However, a search through the chapter on the TEI header does not clearly suggest where exactly those editorial reasons should be described (although there is an example of <samplingDecl> which does explain the use of <gap> for editorial reasons).

There are some 218 references to the TEI header in the source of the TEI Guidelines that are neither within the chapter that directly discusses the TEI header, nor are within an example, a heading, or the <teiHeader> of the TEI Guidelines themselves. In how many of these instances do the Guidelines make clear recommendations? And when there are no clear guidelines, how do users decide how to use the header?

In our paper, we will answer the question “in how many places do the TEI Guidelines recommend placing information in the TEI header, but do not specify exactly where?”. Furthermore, we hope to examine each such occurrence in some more detail, even recommending where such information be placed for as many occurrences as possible.

For some such occurrences, we also hope to ask a set of TEI users where they are placing this information, or, if they do not happen to need to record this particular type of metadata, where they would be inclined to place it if they did.

Finally, based on the research conducted, we hope to be able to come to some broad conclusions as to how much of a problem this issue actually represents.

We will first study the Guidelines to find all the instances where users are told to use the header, but are not told exactly how. We will then conduct at least informal conversations with TEI users (both long-term users and novices), if not use a formal survey instrument, to try to ascertain how they do (or would be inclined to) act in the given situations. We will discuss what impact the solutions users come up with might have on both interchange and interoperability. We will also attempt to ascertain how much of a perceived problem this issue really presents for these users. Our own experience with the TEI, as users and developers, will also be helpful for this study.

Finally, for as many of the cases for which the TEI Guidelines do not make a specific recommendation as possible, we will attempt to provide a suggestion for precisely where in the TEI header the information should be placed. We do this with the hope that it will both improve the interchange the TEI supports, and lower the barrier to adoption of TEI by new projects.
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Gedichte mit metrischen Annotationen zu versehen ist eine sehr zeitaufwändige Angelegenheit. Für das Projekt „Freiburger Anthologie - Lyrik und Lied“ habe ich Hunderte von Gedichten manuell metrisiert.1 Aus dieser Arbeit heraus ist die Idee erwachsen, eine automatisierte Technik zu entwickeln, schriftlich niedergelegte deutschsprachige Gedichte automatisch metrisieren zu lassen und sie in ein TEI P5-kompatibles XML umzuwandeln.2

Nach gut einem Jahr Arbeit kann ich nun ein sehr passa-bles Ergebnis präsentieren. Deutschsprachige Gedichte lassen sich zu einem sehr hohen Prozentsatz automatisch metrisch bestimmen. Je nach der Anzahl an Fremdwörtern, die ein Gedicht aufweist, schwankt die Qualität zwischen 90% und 100%. Ein Text ohne Fremdwörter wird durchweg zu einem Prozentsatz von 99% bis 100% richtig erkannt.3

Um dieses Ergebnis zu erreichen, wird der Text zunächst automatisch in seinen metrisch relevanten Strukturen erkannt. Dazu gehört die Erkennung der einzelnen Strophen, der Verse, der Wörter und der Silben. Für die Silbensegmentierung haben wir ein eigenes System entwickelt. Bis dieses ausgereift ist, verwenden wir in der Entwicklungsumgebung noch eine sehr gut funktionierende, aber noch unveröffentlichte Beta-Version einer orthographisch basierten Silbentrennung aus dem Projekt „Segmenti“.4

Vorhersagen⁴, die für eine Betonung einer Silbe sprechen – und Vorhersagen, die eine unbetonte Silbe wahrscheinlich machen.


Fried | lich   be | kämp | fen
Nacht | sich   und  | Tag.   |
Wie   | das     zu  | dämp | fen, |
Wie   | das     zu  | lô   | sen  | ver | mag

Im anschließenden Analogieverfahren wird statistisch berechnet, wie die noch nicht bestimmten Silben betont sein könnten. Dabei wird z.B. geprüft, ob eine feste Anzahl von betonten Silben für jeden Vers vorliegt, die auch für die anderen Verse angenommen werden kann, ob über die zuvor erkannte Reimstruktur am Ende des Verses unbestimmte Silben bestimmt werden können (da zwei sich reimende Verse im Bereich des Reims eine identische Betonungsstruktur aufweisen müssen). Die wichtigste Analogie-Regel ist jedoch darüber definiert, dass noch nicht erkannte Silben mit hoher Wahrscheinlichkeit die gleiche Betonung aufweisen wie Silben anderer Verse auf der selben Position mit gleicher Silbenzahl. Am Ende der Analogie-Berechnung werden die Zeichen + und - (die bislang prosodische Betonung angezeigt haben) in metrische Zeichen (in der Bedeutung von Hebungen und Senkungen) umgewandelt. Im besten Fall liegt dann das komplette metrische Schema der Strophe vor:

Fried | lich   be | kämp | fen
Nacht | sich   und  | Tag.   |
Wie   | das     zu  | dämp | fen, |
Wie   | das     zu  | lô   | sen  | ver | mag

Das Ergebnis wird nun mit einer umfangreichen Datenbank verglichen, in der aufgrund der Standardwerke zur metrischen Bestimmung deutscher Strophenformen an die 4500 unterschiedliche Strophenformen versammelt wurden.⁶

In etlichen Fällen lässt sich über alle Strophen hinweg eine gleichbleibende Struktur erkennen, die jedoch an einzelnen Stellen unterbrochen scheint. In seltenen Fällen liegt an solchen Stellen eine metrische Fehlinterpretation.


Aus den erzeugten Ergebnissen lässt sich eine TEI P5-konforme Struktur des Textes erzeugen, in der bis auf die einzelne Silbe hinab die metrische Struktur annotiert werden kann.

Mit der aufgezeigten Technik ist es möglich, Gedichte der letzten vier Jahrhunderte metrisch zu erkennen. Da wir nicht auf Wörterbücher zurückgreifen, in denen die Betonungswerte der einzelnen Wörter vordefiniert wird, ist es zudem möglich, auch Texte zu analysieren, die nicht der heute gültigen Standard-Orthographie folgen.

Für die Sprach- und Literaturwissenschaft bietet der Ansatz eine Reihe von interessanten Möglichkeiten, die von der automatisierten Metrisierung ganzer Korpora über die Text-to-Speech-Forschung reichen, woraus sich entsprechende Forschungs- und Unterrichtsansätze konstruieren lassen. Im Prinzip ist die angewendete Technik nämlich nicht nur in der Lage, Gedichte zu metrisieren, sondern ganz allgemein prosodische Vorhersagen für jeden gedruckten Text zu erstellen. Das Fernziel der Unternehmung ist es jedoch, die automatische metrische Bestimmung von Gedichten mit der automatisierten Textgenerierung zu verknüpfen, um den Rechner eines Tages in die Lage zu versetzen, metrisch vollendete Gedichte selbständig zu produzieren.

Auf der Tagung werde ich kurz die nationalen und internationalen Vorgängerprojekte benennen, auf die wir uns beziehen können, die logische Seite des Projektes vorstellen (vor allem die Regeln der prosodischen Vorhersage) und auf die theoretischen Möglichkeiten und Schwachstellen (Fremdworterkennung, Ketten von einsilbigen Wörtern) eingehen und anhand eines Ad-hoc-Beispiels aus dem Publikum den Beweis für die Funktionalität des Systems erbringen.9

Abbildung 1. metricalizer 0.8: Links wird der entsprechende Text hineinkopiert, auf der rechten Seite erscheint das Analyseergebnis
No Job for Techies: Collaborative Modeling as an intellectual activity of the analyst and scholar in the development of formal representations of scholarly materials.
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This paper deals presents some thinking about the nature of the work that are involved in the development of digital resources for the humanities; and the participants in that work. It has become almost a truism among many in the digital humanities (DH) that digital resource building is, of necessity, a kind of collaborative activity. The scholar who is sponsoring the resource brings to the table the materials that s/he wishes to work with, and contributes the issues that these materials raise that are of scholarly importance. However, s/he is not going to be in the position to grapple his/herself with the myriad technical matters that arise from using the technology to represent them. Instead, as this truism goes, s/he will need technical support to help him/her implement his/her vision and present it. In this view of things, the partnership is based on the scholar being responsible for the content, and the technologist who is given the job of representing the vision of the scholar. This view of the resulting partnership is not equal in nature (indeed, the term ‘techie’, which I hear surprisingly often applied to the technical person in this kind of partnership, confirms this), and it is based on the scholar as faculty and the technician as staff. It is widespread and influences much of what has been written about the collaboration models that currently exist. See, for example Zorich 2007-8, or Michel et al. 2003, in which there is both frequent reference to “faculty” and “technician”, and where the main interest in actual intellectual collaboration is not between the scholar and his technical support, but the different one which might be developed between academics from different disciplines (such as between History and a Fine Arts department, or, interestingly, between a humanities department and computer science).

The Centre for Computing in the Humanities at King’s College London (CCH) operates differently. The first sign of this is that CCH is set up as a full academic department within the School of Humanities. Thus, it has a
combined teaching and research mission not unlike other academic departments – although in the case of CCH its research is based around the Digital Humanities rather than any conventional humanities discipline. Indeed, CCH has been able to take creative advantage of the UK academic context which does not divide its staff quite so clearly into faculty and staff.

Resources developed at CCH are, of course, still meant to express the scholarly interpretive inputs of their scholarly partners, but the work to achieve this is carried out with extended intellectual collaboration between us and our discipline partners. Resources that emerge from this process are something like John Unsworth’s Thematic Research Collections (Unsworth 2000) – objects defined by Carole L. Palmer as ‘digital aggregations of primary sources and related materials that support research […]’ (Palmer 2004, p. 348), even if some of them, for example the several prosopographies in which we have been involved, cannot be properly described as ‘digital aggregations of primary sources’.

Another key difference is in how we name, and therefore consider, our technical staff. We view our key contributors (both in the context of XML and TEI, or in the context of database design) not at technicians, but as analysts, with significant intellectual input to the projects they work on. The work that emerges from the scholar/analyst partnership shares something with the kind of software design process described by the Scandinavian Design School (see Greenbaum and Kyng 1991 for an extensive introduction), who are interested in what they describe as ‘the sociological and anthropological area of system design’ (Sissen 1998 p. 11). One of the design strategies they have identified they call Collaborative (or Participatory) Design.

For the CCH Analyst the work centers on the central task of modelling the data (largely in the sense of McCarty’s view of modelling (McCarty 2004)). In our resource-development projects we try to develop a digital representation of some significant part of the scholar’s intellectual model by formalising it. By expressing some part of the interpretative model in sufficiently formal terms, the computer – and therefore the digital tools that we develop to present the materials to end users – can better exploit it to provide an enriched kind of interaction. This formal model is wrapped up tightly with the resource objects that the project delivers, and formally represents some significant aspects of the scholar’s interpretation of his/her materials. The modelling task is not so much one of simply applying an existing model (such as, say, Dublin Core or even TEI or CIDOC, although these are, of course, often used as building blocks) to materials of interest to our scholar-partners, but to develop a model that specifically represents the interpretative framework that the scholars themselves are developing.

Furthermore, the resulting model does not emerge solely from the scholar speaking about what is to go into it and the analyst writing it down. Instead, the model develops as a bilateral collaborative activity. The scholar, of course, brings a deep knowledge of the subject, and in particular an understanding of where the thorny bits lie. The analyst, in turn, brings an understanding of formal methods of modelling and combines this with an experience of dealing with complex humanities material that has arisen from other projects in which s/he has participated. S/he also acts to clarify structures (naming, attributes and relationships) that are essential to the model. Out of this comes new understanding for both the scholar and analyst partners. As Finken (1998) says:

Cooperative Design has [...] a central and continual discourse about egalitarianism [sic]. This presupposes that users and designers enter a work setting of mutual learning, where they are equal partners; the users are said to be skilled experts, the designers are technological experts. (p 6)

The amount of work, and exchanging of issues and ideas in both direction shows that the model is a joint intellectual product. Our partners sometimes tell us that the resulting model has ideas sufficiently intertwined from both the partners that it is not possible to separate them.

Since modelling is both an intellectual activity, and a collaborative one, at CCH we have found it important to recognise the work of the analyst as am intellectual activity that should be considered as part of research or at least research-like. Therefore, as with scholarly research output, the analyst’s work also benefits from the sharing of it with other professionals. As Finken says about developers:

The practitioners are not unambiguous developers, designers and/or technological experts; they are scientific designers, which implies that they make a living by doing research. This means, that the scientific designers test different methods, techniques or theoretical hypothesis during a period of time, and then later write about their experiences. So besides doing system design, the designers also address a community of researchers, who also have interests in the scientific side of system design. (Finken 1998, p. 8)

How, then, could the academy foster an environment where such intellectual activity can occur? First, it should provide an environment that sustains these kinds of intellectual partnerships, and where a kind of peer relationship between the designer and the scholar is supported and acknowledged. Second, it should recog-
nise that the work of the analyst contains elements of research in its own right, and that the analyst needs to be recognised as a researcher in broadly the same way as the academic is. In other words, the analyst may not be faculty, but they are not support staff either.

CCH’s role as an academic department within Humanities, and the role of its staff analysts and developers as, at least in part, academic individuals has meant that CCH is particularly well placed to explore some of these issues. For example, all CCH staff are encouraged to do research or research-like work that can result in traditional outputs such as conference papers or articles. However, both CCH and the School of Humanities at KCL are still struggling with some the implications of this. What, exactly, is meant by research for the modeling analyst? How can research time be found for the analyst, and what are the appropriate research outputs for these individuals? How does this work fit into the teaching mandate for CCH?

My presentation will draw on examples from our experience to illustrate how the analyst role, even though technical in orientation, participates in the intellectual and academic development of digital resources, and how this technical work can be made more evidently into an intellectual one with the potential to appear as research. In this way, the analyst’s contribution shares, in some ways at least, many of the aspects of the scholarly output of our projects’ discipline-based partners.
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Introduction

Library collections all over the world contain manuscripts, scrolls, and other documents that have never been read because they cannot be opened in a way that exposes the text without causing physical damage. To address this problem, the EDUCE project at the University of Kentucky [2, 3] is experimenting with the use of Computed Tomography (CT) scanners to read fragile scrolls that cannot be unrolled and fragile manuscripts whose content is inaccessible because the pages cannot be separated.

The basic idea at the heart of the EDUCE project is to use a high-resolution CT scanner to “see inside” the scroll or manuscript. Given the raw CT scan data, computers can compute a 3-dimensional image of the artifact, called a voxel set. Computation of the voxel set is commonly referred to as reconstruction. Computers can then be used to look for structures in the image (e.g., to find where the rolls of the scroll are in the voxel set). Given the structure of the document, the computer can focus its search for traces of ink, discerning ink from parchment. Having identified the ink, algorithms can be applied that “virtually unroll” the document to reveal the hidden text.

The Reconstruction Problem

Although the EDUCE approach involves several computational steps, by far the most time consuming step is the reconstruction step. Reconstruction is compute intensive and can run for hours or days depending on the size of the data and the speed of the computer. As such, reconstruction times have the biggest effect on the rate at which artifacts can be scanned and ingested into a digital collection. Moreover, it often take several “trial” scans to find the best settings for the scanner, which means that reconstruction must occur several times (as part of these “trials”) before the “real” scan can proceed. Consequently, reducing reconstruction times is critical to the viability of the EDUCE approach. Our initial estimates to scan relatively small objects were on the order of weeks. This is a major problem, particularly when the artifact can only be out of storage for a short time.

Current solutions to the reconstruction problem include (1) low-resolution reconstructions, (2) partial reconstructions, and (3) full reconstructions performed on a high-performance cluster or supercomputer. Unfortunately, low-resolution scans often fail to identify the tiny ink particles that make up the text. The second alternative, high-resolution reconstruction of part of the artifact, can be done faster than reconstructing the entire artifact, but it can miss the region containing the text, or can produce scan settings that are not useful across the entire artifact.

By using large compute clusters, one can harness enough computer power to perform a high-resolution reconstruction of the artifact in a relatively short amount of time. However, it means the (fragile) artifact must be transported to the location where the large cluster (and its associated scanner) reside. Unfortunately, this is often impossible because the artifact is not in a condition to travel. The alternative is for the cluster (and its scanner) to travel to the location where the artifact is housed. Historically, however, compute clusters and scanners have not been designed to be mobile. Consequently, the EDUCE project has been exploring ways to make both the scanner and the compute cluster portable.

Fortunately, recent advances in scanner technology have produced portable CT scanners whose scanning volume can hold reasonably large objects (say a book or scroll). Moreover, these scanners now are capable of the high-resolution scanning that is needed to discern the substrate that the layers of the scroll are composed of (papyrus, vellum, paper, etc) which are very thin, especially in damaged documents where layers are fused together. One such example are the portable scanners from Skyscan [1] which are both small and light enough to be portable.

However, the ability to perform computationally intense reconstruction processing on the resulting data without the aid of a large compute cluster remains a challenge. In the remainder of this paper, we focus on the problem of creating a small-scale, portable computation system that is capable of performing fast reconstruction.

Portable Reconstruction

One way to address the problem is to utilize remote computational power by copying the scanned data over the
Internet to a remote computer for reconstruction. Given the massive amounts of data produced by a single scan—on the order of tens of gigabytes—one would need a very high-speed network connection for this approach to be viable. Moreover, “trial” scans only increase the number of times that the data must be moved to the remote cluster for processing. The network also becomes a single point of failure, causing work to halt if there is a network outage. For these reasons—and because we did not want to rely on the institutions we were visiting to have a reliable high-speed internet connection—we turned our attention to developing a small, portable compute resource that we could take with us on-site.

Our initial testing of the CT technique were done with a compute cluster of 64 machines. While this worked quite well for the immediate task at hand (testing the viability of the general concept), a cluster of 64 machines is decidedly not portable. Since portability was a necessary goal for this project, given that it was not possible to bring the artifacts to be scanned to us, a new cluster design was needed.

The recent advent of multi-core CPUs has provided a significant boost in the amount of computing power available in a single machine. Consequently, we decided to build our portable cluster out of four multi-core computers, each with dual quad-core processors, yielding up to 32 processing cores to apply to the reconstruction task. We then spent significant time modifying and optimizing the code to run on a multi-core architecture where parallel memory and disk I/O turned out to be bottlenecks. Although one could argue that four physical PCs is not particularly portable, we were able to ship them to the scan site and set them up quickly with relative ease. Despite the greatly reduced size (as compared to the original 64 node cluster), the new cluster ordered excellent performance; performance on par with the original cluster.

We were still interested in trying to make our setup even more portable. We decided to explore the possibility of utilizing a Graphics Processing Unit (GPU) to increase the speed of the reconstruction computations. NVidia recently released a toolkit known as the Compute Unified Device Architecture (CUDA) [4] which allows code written in C or C++ to be ported to run on a GPU. Since the problem of CT reconstruction is highly data-parallel,

![Figure 1. Comparison of the speedups obtained by different compute architectures for the CT reconstruction problem](Image)

the GPU is optimized for data-parallel computation, we hypothesized that the GPU could provide speedups over the same program running on a traditional CPU.

Porting the code to run on the GPU was non-trivial, largely due to the need to carefully place (and move data around) in memory. However, the performance speedups were quite impressive. A single GPU outperformed our entire cluster of computers (32 processing cores) by a factor of more than 2 to 1. In other words, a single laptop computer with a powerful CUDA-capable graphics card can be used to run our reconstruction code fast enough for most reconstruction jobs, and a single computer that contained multiple GPUs could replace large clusters of machines.

Another advantage of using the GPU for computation is reduced cost of the computer equipment. A single machine with a high-end graphics card or a similarly equipped laptop are both significantly cheaper than a cluster of computers. A single machine is also simpler from a technical standpoint, a cluster brings with it an additional communication network and software layers which are unnecessary for a single machine.

Being able to run a high-resolution CT reconstruction on a laptop in a reasonable amount of time eliminates
the problem of portability for the computational requirements of CT scanning, and even transporting a single computer that contained multiple graphics cards for larger jobs is often feasible. This, coupled with the commercial availability of CT scanners that are small enough to be portable, makes this technology quite feasible for digitally exploring artifacts.

**Conclusion**

In this paper, we studied the problem of reconstructing damaged manuscripts and described the reconstruction problem that must be solved in order to achieve on-site portable scanning of an artifact. We briefly described two ways in which the necessary computational power can be achieved using recent advances in multi-core architectures and graphics processing units. The performance of the different solutions considered were reported, and indicate that a single GPU can be used to order performance that was previously only available on large clusters of PCs.

This work supported in part by the National Science Foundation under Grant No. IIS-0535003.
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**Introduction**

The use of markup languages (typically XML) for modeling the natural language lexicon is currently widespread. It allows a standard representation format that is friendly to the web, interoperable, and leverages horizontal standards in that all general XML tools can be used (Simons 2004). This paper makes an argument for elaborating this practice to use ontologies for modeling lexicons. These would be commonly serialized in OWL/XML, but could use the standard XML transformation capability to use other serializations without any problem. The Lexical Markup Framework (LMF) is a popular ISO standard candidate for lexicons and shows the benefits described above. Since LMF is XML and transformations can allow one schema to be changed into another, using ontologies in this context has been suggested such as using an LMF to OWL transformation (Francopoulo 2007) to incorporate ontologies into a service-oriented language infrastructure (Hayashi 2008). This paper proposes using ontologies in a much more local way to support development and testing of natural language lexicons, but at the same time supporting the goals of interoperability and standards use. The argument for this novel use of the semantic web technology is advanced using a scenario from the development of a computational lexicon of the Navajo language of North America.

**Methods**

In the context of a long running project to create a computational resource for the Navajo lexicon that can be used for reading and annotating a corpus of Navajo texts, an XML-based model of the Navajo lexicon was developed. This lexicon has a native format of an XML schema, but leverages transformations to customize the format for any particular use. For example, the web based applications that display texts from the corpus and allow access to the lexicon, use a JSON transform since that is most convenient for web applications. Similarly, the lexicon can be transformed to OWL for creating an ontology. The ontology can be used in much the same way as LMF documents or databases have been used (Beck 2007), but with additional useful properties.

The class structure from the original lexicon model is
easily transformed to OWL classes. Navajo verbs show a template structure with complex morphology that can be seen as a slot/filler structure were only certain kinds of affixes can be put into any slot (Young 1992; Faltz 1998). So the Navajo verb class has an ordered sequence of properties that correspond to the template (affix order=outer, distributed plural, inner, object, subject, classifier, stem). Some of the slot content can be predicted from context and some must be defined in the lexicon. For an OWL ontology, this would be the information in the individual. For example, the individual for the class verb “cut it out” would be:

1. individual V2 is Verb and OuterPx=ha, Transitive=1, Conjugation=S, Classifier=ł, Sid=2, Gloss="cut it out";

These examples use the non-XML serialization from the Bossam reasoner (Jang 2004) for ease of human reading. Two other classes are defined for the stem set and the subject prefixes. A stem set is a set of bound stems that change shape depending on the verb mode and aspect. A sample individual stem from the class stem set (StemSet) is:

2. individual S3 is StemSet and Sid=2, Root=gizh, Mode=I, Aspect=cont, Stem=géésh;

The stem in (2) is only for verbs with imperfective mode and continuative aspect and there would be 5 stems in the set. The subject prefixes vary widely depending on the conjugation type and other parameters. A sample individual from the class subject prefix (SubPxSet) is:

3. individual Sj2 is SubPxSet and Mode=I, Conjugation=S, Pnum=3, SubjPx=Ø;

This subject prefix is for the ‘Simple’ conjugation and the third person. The main point being that many of the parts of an underlying form for the verb (1) are predictable and so do not appear in the lexical entry. In order to supply these predictable parts, the semantic web extension for ontologies - the Semantic Web Rule Language (SWRL) is used. This allows rules to apply reasoning to the individuals in the ontology. For example, since the distributive plural is only for 3 or more, a simple rule using unification can add that prefix of ‘da.’ (Pnum=8 is the person number for the 8th member of a listing of the conjugation. Navajo has both a 3rd and 4th person, so the 9th would be the first member after the dual plurals.)

4. rule Rule1 is if Verb(?v) and Pnum(?x) and (?x>8) then DistPlPx(?v, da);

This also uses the Bossam rule serialization for ease of reading, but it can also read the XML serialization of SWRL. Similarly all the predictable parts of the underlying verb form are generated. For example, the verb for “cut it out” in the third person distributive plural is generated by the rule base:

5. OuterPx= nav:ha, DistPlPx= nav:da, ObjPx= nav:y, InnerPx= nav:Ø, SubjPx= nav:Ø, Classifier= nav:1, Stem= nav:géésh

The output in (5) shows that each slot in the template has been correctly filled using the information in the lexical entry and using rules (nav: is the namespace). The underlying form for that verb is ha-da-y-Ø-Ø-1-géésh. This can in turn be transformed to the surface form using a set of morphophonemic rules that have been previously developed for this project. It uses the finite state morphology tool xfst (Beesley 2003) and produces hadeiłgéésh which is the distributive third person of the surface form. This is a command line tool and so the above can be done with a single unix pipeline. This is an effective tool for checking lexical entries. For example, a complete paradigm can be constructed using the lexical ontology rules to produce the underlying form (left-side of (6)) and xfst to produce the surface form (right-side of (6)) :

6. Complete imperfective paradigm for: individual P5 is Verb and OuterPx=Ø, Transitive=0, Conjugation=S, Classifier=Ø, Sid=5, Gloss="cry";

Analysis and Conclusions

Using ontologies for modeling the lexicon has benefits at both the local, lexicographer level and the global level for searching and interoperation. The approach has particular benefit for languages with complex morphology. As seen in this example from the Navajo language, the process for setting up an underlying form has many parts that can be modeled in the lexicon using the Semantic Web technology. Typically, lexical entries would be isolated for grammatical exposition, but with this approach, the lexicon becomes an active resource that incorporates those grammatical facts. Furthermore, the technology is
horizontal in nature, meaning that the tools used are not particular to this application or even this class of applications. That makes it is easier for everyone to understand it and share it based on familiarity with the general technology of the Semantic Web. This helps to avoid the short ‘half-life’ common to computational lexicography projects (Maxwell 2008).

More globally, this approach allows the lexical model to participate in the more common applications of the Semantic Web such as annotation, search, and linking resources on the Internet. The resource can also participate in global semantic relations as with WordNet. For the Navajo lexicon described here, connecting the model to other ontologies was made simple. For example, each class is connected to the GOLD general OWL ontology for linguistic concepts (Farrar 2003) dynamically over the Internet using the built-in OWL property owl:sameAs which links an individual to an individual. Since much of the terminology in any particular language’s linguistic literature can be divergent, this helps interoperation (Chiarcos 2008).
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It is a commonplace that representation – no matter how detailed – loses something from the original; thus adequacy in representation is always contingent. A recently proposed formal model of transcription (Huitfeldt and Sperberg-McQueen, 2008) describes the criterion that must be met if we are to say one document is a transcription of another. Starting from that model this paper first identifies a particular source of information loss between exemplar and transcription, then generalizes from that to a class of losses and suggests what the model should include to account for that class. Finally, the paper shows how aspects of the model might be realized in markup.

In the model an exemplar document E is a physical object on which is written a sequence of tokens, and there exists a reading of that sequence in which each token instantiates a type in a one-to-one relationship. (The model is agnostic as to the granularity of tokens.) A second document T is similar to E if and only if there is a reading of the token sequence in T such that for each token in T:

1. we know which token in E it corresponds to
2. the order of tokens in T matches the order of tokens in E, and
3. the type instantiated by the token matches the type instantiated by the corresponding token in E

When the type sequences of T and E match, the documents are t_similar, which is the model’s formal requirement for T being a transcription of E. Note that the model includes no formal concept of information loss between E -> T other than that implied by a failure of any reading of T to generate a type sequence that matches the E type sequence. Figure 1 shows the basic model of transcription and how it is repeatable: if E and T, are t_similar, a transcript T2 can be made of T1 such that E and T2 are t_similar.

The model defines a document as “an individual object containing marks” (297). On application of a reading some, none, or all of the marks may be identified as tokens insofar as they instantiate types. It is not unusual for many acts of transcription to begin with considerable uncertainty as to whether the marks in the document are tokens at all, but as our interest is in text encoding we shall assume an E where a competent reading not only identifies some or all of the marks as tokens but also recognizes that the token sequence forms a normative text: that is, a text that conforms to the morpho-syntactic and orthographic rules of the language from whose writing system the types are being instantiated. Note that we cannot assume meaningfulness in the token sequence: a sentence such as Chomsky’s famous “Green ideas sleep furiously” still counts as a text.

The model assumes E from the start, but for our purposes we need to make the genesis of E explicit (even if only - because necessarily - in an imaginary way). Figure 2 shows the model extended backwards temporarily to include a moment of instantiation that produces the E token sequence. We need not go into the question of whether there can actually be an uninstantiated type sequence, but it is important to include the process of instantiation of the e_tokens – and what may happen in it - because there is no necessary identity at the token level between an e_token and its corresponding t_token. If we know the e_type sequence and we wish to create a t_similar document, we can only establish t_similarity by instantiating each e_type as a t_token in a manner that preserves the original e_type::e_token relation (subject, of course, to a suitable reading). In other words, t_similarity does not depend on T having an identical token sequence to E.

As noted above, the model deliberately remains agnostic as to the level at which tokens are distinguished, but we will follow Huitfeldt and Sperberg-McQueen and start by considering tokens at the level of the smallest individual units in a writing system., which for convenience we will refer to as the grapheme level. Assume a document E that contains the text “How could Henry be here, when he is supposed to be at his house?” The “H” tokens in “How” and “Henry” are visibly different from the “h” tokens of “when”, “he”, “his” and “house”. We assume that in E the latter four have the kind of accidental differences common to cursive handwriting or mechanical printing, but they are obviously intended to be seen as identical tokens and thus instantiations of the same type. The “H” is specifically not meant to be seen as identical to the “h”: the deliberate difference is called for by modern English orthography. The choice of the token “H” is rule-governed, just as is the choice of the “?” to punctuate the end of a question. Majuscule and minuscule ‘h’ may be different glyphs, but they are allographs of the same grapheme and thus are tokens that instantiate the
same type.  

To identify tokens at a higher level, we shall use the notion of the frame where meaningful units of tokens (either single or in groups) are made distinct either by a framing mark or the systematic absence of a mark (in modern English orthography, the whitespace). Consider the frame-level token “here”. At the grapheme level, the token “h”, though not the same glyph as either the “h” of “when”, “he”, “his” and “house” or the “H” of “How” and “Henry”, is clearly still an allograph of the grapheme they instantiate and therefore instantiates the same type as they do. At the frame level, however, we see a difference that is not the same sort as that between “h” and “H”. In the process of instantiation a document creator has made a particular choice about the form of all the glyphs in “here” that is not orthographically rule-bound like the choice of “H” in “How”. We understand that the use of a different typeface at this point is not random: it is deliberate and has communicative intent, even if we have to make a more or less informed guess as to its precise significance.

Does “here” instantiate a different type than “here” (or “Here”, or “here”, etc.)? The frame-level token is a rule-governed grouping of grapheme-level tokens, and thus the frame-level type is similarly a rule-governed grouping of grapheme-level types. If “h” instantiates the same type as “h”, then “here” instantiates the same type as “here” and according to the model the following would count as a transcription of the text in E: “How could Henry be here, when he is supposed to be at his house?” Yet it is clear that in this transcription we have lost some information that was deliberately put into the token sequence of E. We must either account for this information in the notion of types themselves, or adjust the model to account for it somewhere else.

For reasons that have already been suggested, I believe we should resist locating this information at the type level. The notion that different token forms can map to one type is a strength of the model, and accords with our informal sense of what constitutes a transcription (as opposed to, say, a facsimile). Types are abstractions, but ones that derive precisely from the existence of variant forms. Any conception we have of the English alphabetic letter type ‘h’ has been shaped by the millions of ‘h’ tokens we have encountered. Similarly for the English morphological unit type ‘here’. It would seem odd to say that if we encounter the token “here” where in context we would expect “here”, then “here” must be instantiating a different type than “here”. If that were so, then what about “here”, or “here”: would they be two more different types?

That question points to what I consider the correct way forward. We would not consider it unusual if in our E text we saw “here”, or “here” instead of “here”; we would, I suggest, interpret the communicative intent the same way in all three cases. Supposing that the use of italics in “here” signifies emphasis, then we have a textual effect equivalent to a paralinguistic phenomenon. Just as emphasis in speech comes in delivery of the word, and is not part of the morphological unit per se, so the use of italics (or underlining, or bolding, or majuscules) are part of the ‘delivery’ – the instantiation – of the type.

As experienced readers we recognize a set of cases where tokens display something that is in excess of - or deviant from - the norm: that is non-rule-governed (though it may be conventional within a community of practice) and external to the type sequence. Let us call this thing modality, and let us distinguish three main types. The first, that we have already mentioned, is presentation modality. The variant token forms “here”, “here” and “here” all display presentational modality. The second kind is accidental modality and this, too, occurs in the process of instantiation. Examples of accidental modality would be turned letters, incorrect letters, misaligned letters, broken typefaces, words out of sequence, etc. The third kind is temporal modality, and unlike the other two this occurs after instantiation of E but before the reading that generates the type sequence from which the token sequence in a transcription T will be instantiated. As the name suggests, this modality involves the effects of time on the token sequence in E, and includes staining, foxing, fading, darkening, blurring, etc. Figure 3 shows the model augmented with the three types of modality.

It should be clear that adding modality does not change the underlying model. One can choose to ignore the modal information and strive only for t_similarity. The idea that the modal information is less important and therefore ‘loseable’ accords with many peoples’ conceptions of transcription (and also, to some extent, of editorial practice and text encoding practice). We began by noting, however, that representational adequacy is contingent, and so for the creators and users of a scholarly digital edition t_similarity might be inadequate. Granting that it would be impossible to formally specify the difference between t_similar and identical, it still helps if the model includes the fact of - and something of the nature of – that difference. This is especially true when in many cases the reading has to interpret the modality to produce the type sequence.

In digital humanities practice, modality lost in transcription can be supplied by various means including images, prose descriptions, and the formatting facilities of text
editing software. Encoding schemes such as the Text Encoding Initiative Guidelines for Electronic Text Encoding and Interchange (TEI Consortium, 2008) offer more abstract and more computationally exploitable ways of conveying modal information, but only as part of a whole whose scope is much wider than the particular concerns of the model. We could imagine, however, an encoding which in the model’s terms we would locate between the reading and the T token sequence. This would be a highly abstract, contentless encoding that would, in effect, represent a latent token sequence and would record both type and modality (Figure 4). In practice this encoding would mediate the final instantiation of types into tokens, giving the ‘transcriber’ in charge a high degree of control over how much information was preserved in the final token sequence.\(^7\)

Notes

\(^1\)Extensively commented upon; the following quote from Stevens and Burg is representative: “[t]ranscription is akin to translation, for no editor can take a document and convert it into another form without somehow changing it.” (1997, 21). See also Shillingsburg (2008, passim) for an evocation of what is lost.

\(^2\)Committed nominalists can simply treat the type sequence part of the model as a useful fiction.

\(^3\)Certainly at this level the token::type relation closely resembles that of glyph::grapheme and it is convenient to use these familiar concepts. However, even in our imagination the abstract thing can only “show” itself according to tokens we have encountered, and thus it is hard to abstract graphemes as we should (see also following note). It may be that we need a more symbolic solution to the problem of specifying types.

\(^4\)The model only works if we think of types as abstractly as possible, so while the alphabetic letters, punctuation marks, etc. available to English orthography have been historically determined and mutable over time, we have to think of them as members of a set, not as particular forms. There are 26 members of the subset we call the Latin alphabet, and I locate graphemes at this level, where the majuscule / miniscule distinction does not yet exist.

\(^5\)I have taken this from DeFrancis (1989: 54), who is following Wang (1981: 226-228). DeFrancis contrasts English, where frames usually have more than one grapheme, with Chinese, where “frames invariably contain only one grapheme”.

\(^6\)The encoding shown in Figure 4 is simply a sketch of what transcription-oriented markup might look like; it is not meant to be taken as representing a fully worked out scheme.

\(^7\)Of course the “final token sequence” can still be a mix of encoding and PCDATA.
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In their article “Images as the Text: Pictographs and Pictographic Logic,” Jerome McGann and Johanna Drucker argue for the semantic significance of the image of text, using as an example the organization of the text of a poem by Byron. They conclude:

...a rhetoric of transparency makes it difficult to see beyond the moves within the text and the image to understand the metagraphic logic organizing them. In such a situation, the study of pictographs, which hover at the borderland of text and image, can be especially useful. They help us to see that at the next level of abstraction, of texts and images as information, similar logical mechanisms are at work. Each instance of text and image is an incarnation of such a metalogic, but it can be articulated according to its own rules and principles if it is rendered explicit. [McGann]

In the publication of manuscript transcriptions, two modes of presentation are typically recognized: the edition, in which an editor’s supplements are folded into the text, and the diplomatic transcription, which attempts to faithfully reproduce the text on the original support. With the advent of markup systems like the Text Encoding Initiative (TEI), it is possible to produce both types of transcription from the same marked up text. Indeed, it is possible to go further, and analyze the text in ways that print transcriptions cannot, and to link transcriptions (and notes) to images in new ways.

As part of a series of experiments in text and image linking, beginning in the summer of 2008, the author has developed a method for generating a Scaleable Vector Graphics (SVG) representation of the text in an image of a manuscript. [CaylessSVG] This method employs open source tools to generate and present the results of the SVG tracing. Automated analysis of the SVG output of the process is capable (even using a naïve algorithm) of detecting lines in the source, and it is not hard to conceive of ways to detect words and other features in the image. The output of the tracing is in the form of SVG path elements, which employ a combination of cubic Bézier curves [Bézier] and lines to draw shapes. These can be grouped together (using svg:g elements) to, for example, gather the components of a line of text as children of a single element. The SVG may include a copy of the original image as background, therefore superimposing the vector graphic tracings on top of the raster image. Since SVG is an XML application, this means that the features it represents are manipulable with Javascript, offering the possibility of highlighting features, panning and zooming, adding hyperlinks, etc.

In examining ways one might link between an XML transcription of the text and an XML overlay of the text, one quickly runs into problems involving overlapping hierarchies: paths may include multiple letters or words, for example, and there may be letters that correspond to multiple paths. The process of generating the SVG tracing involves the conversion of the image to a black and white (1-bit) bitmap, wherein each pixel is either black or white. This makes it possible for the software to reproduce the shapes in the original source in vector format, but it also involves a flattening of the text in the image into a single space. While it might have been clear that the stroke of one letter runs over the top of a second in a color image, that layering is lost in the SVG, and the two letters are a single shape in the output. This may, of course, involve the descender of a letter ‘i’ touching the line below, for example, making line detection more difficult.

The figure below (derived from a papyrus fragment’) highlights some of these issues. Notice that the initial kappa is represented by no less than eight paths, while part of the downward stroke of the final alpha in
κατάξοντα connects to the following word, ἅ.

These features of the traced text mean that marking a word in the image is inherently difficult. Possible solutions include modifying the SVG with an editor, so that the two letters no longer connect, or adding a new element, perhaps just a line added by an editor, to divide the two. The former solution involves doing a certain amount of violence to the image, however, since the two letters do in fact touch, while the latter introduces a new issue: the lack of semantics.

The semantics of SVG are almost purely geometric. It primarily encodes shapes, with additional support for links, text, embedded images, and animation. This means there is no inherent way to express the significance of a grouping or a feature in SVG. If we introduce the idea of a line that can break paths representing letters or words, then in order to be able to use this feature to, for example, point to the whole word κατάξοντα in the SVG, we would first need a process that could find the intersection points of the word-dividing line and the path representing the two alphas, and then split that path into two derivative paths, each of which would be associated with a different word. This method would avoid damage to the actual tracing while allowing the types of reference that are likely to be useful. The derivative paths could be placed in the same document and only activated as needed.

Again, however, there is a need for semantics in the SVG document. Not only might it be necessary to differentiate between lines dividing letters and lines dividing words or lines of text so that a processor knows how to deal with them and their outputs, but it must also be possible to distinguish between the derived paths and the originals, since there is no inherent difference between one svg:path element and another. They may render in the same coordinate space, for example, even though they are in different parts of the document.

Some possibilities for adding semantics to SVG include embedding metadata (perhaps using RDF) using the svg:metadata element, or developing a microformat, perhaps depending on the @class attribute, which is available on all displayable elements.[Schepers] These kinds of semantic “hooks” will be absolutely necessary if linking between the many possible structures in the transcription and the SVG are to be achieved. Some examples of the types of functionality that can be enabled by the technology described here are:

1. linking from notes, such as a description of letter forms, to actual examples in the image.
2. The ability to link/zoom to any part of the text in the image from the transcription.
3. Image search with highlighted results.
4. Marking editorial emendations, such as expanded abbreviations and other types of editorial addition or deletion on the image itself.

Put another way, the semantics of the graphical representation of the text can be made explicit, by means of embedding and linking information into markup that itself overlays an image of the text, making for a very rich presentation and research tool.

Notes

1See http://papyri.info//navigator/full/apis_michigan_1769
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In this paper we present a full-text digital library of Taiwanese land deeds. Land deeds were the only proof of land activities such as transaction of ownership and leasing in Taiwan before 1900. They form a major part of the primary documents at the grassroot level in pre-1900 Taiwan, and are extremely valuable for studying the evolution of the Taiwanese society.

Land deeds, on the other hand, are difficult to study because they are hand-written and hard to read. Furthermore, they are scattered in many different locations and, in some cases, in the hands of families and private collectors.

In order to make the land deeds more accessible to researchers and educators, the Council for Cultural Affairs of Taiwan embarked on a major effort to organize available land deeds and typed them as machine readable full-text. Based on this collection and collections from other sources, the National Taiwan University built a full-text digital library of Taiwanese land deeds. The current size of the collection is over 23,000 which, according to one estimation, cover about 50% of all existing land deeds. The collection will be expanded to around 30,000 by the end of the year.

Our digital library is built with the goal of providing an electronic research environment for historians to conduct research using land deeds. Thus in addition to providing full-text search and retrieval, we developed a concept of regarding the query return as a sub-collection and built tools to help the user find meaning and relationships at the collection level. Post-processing presentation, term frequency analysis and co-occurrence, and relation graphs are some of the tools described in this paper. We believe that our digital library will bring Taiwanese historical research using land deeds to a different horizon.

Land Deeds of Taiwan

Before Taiwan was ceded to Japan by the Chinese Qing Dynasty after the Sino-Japanese War of 1895, land deeds were the only proof of ownership and transaction of land in Taiwan. Land deeds were, thus, a centrally important primary source for studying the 300 years written history of pre-1900 Taiwanese society (Wu, Ang, Lee, Lin, 2004). Even after the modernization of land administration by the Japanese, many families still kept the old land deeds either as part of the family heritage or due to the mistrust of the government. Many, however, were destroyed or discarded since they lost their original significance. During the early stage of the Japanese occupation, the government conducted research on the old administrative systems and customs and produced three series of books totalling 40 volumes, many of which contained transcriptions of land deeds as examples. During the reform of the land administration, the Japanese government sent surveyors to systematically transcribe land deeds so that they can be convert into modern land administrative records. In the latter endeavor, about 16,000 were collected. Their transcribed versions (copied verbatim by hand) are scattered in the 13,855 volumes of the Archives of the Japanese Taiwan Governor-Generals (Wang 1993). After Taiwan was returned to Chinese rule in 1945 after the 2nd World War, some research institutes and researchers recognized the importance of the land deeds and made efforts to collect them. The most notable, and largest scale such effort was conducted between 1976 and 1983 by a team lead by the historian Wang Shih-Ching who, commissioned by the Committee for Taiwan Historical Studies, Association for Asian Studies, U.S.A., collected about 5,600 land deeds and published a six volume catalog Taiwanese Historical Documents in Private Holdings (Wang, 1977). The photocopies of the land deeds were bound into more than 100 volumes. Other notable collections were kept at the National Taiwan University, the Institute of Taiwanese History of the Academia Sinica, the National Taiwan Library, and by various private collectors. Scores of books containing the images of some land deeds have appeared in the past ten years. Wang estimated (1993, pp. 71) that there are 20,000 land deeds in the hands of private collectors, libraries, museums and research institutes that were not included in the official collections. That makes the total number of such land deeds about 40,000. Our experience in the past ten years of digitization tells us there should be more, although we cannot give a reasonable estimation.
What is in a Land Deed?

Land deeds of Taiwan are contracts about various actions involving lands, such as the commission by the government to cultivate previously un-owned land, the division of family properties, the transaction of ownership, the rental of farming right, the pawning of land, etc. They were hand written and were usually prepared by a scrivener. A land deed usually consists of the following elements:

- The type of the land deed: selling, renting, pawning, etc.
- the “seller” (or owner) of the land,
- the “buyer” (or lender) of the land,
- the location of the land and its boundaries (usually marked on all four directions using neighboring landmarks such as river, road, building, pond, or even trees),
- the cost: money, maybe accompanied by other properties such as houses, cows, storage sheds, and farming tools,
- the names of witnesses and the scrivener, and
- the date.

The following is an example of a typical land deed.

What Kind of Research can be done with Land Deeds

While each land deed may have significance only to its owner, the collection as a whole provides a fascinating glimpse into the pre-1900 Taiwanese grassroots society. Through these land deeds, one can study the development of a region, or the overall land management, society, economy, and law of pre-1900 Taiwan. Furthermore, since many of the deeds were contracts between indigenous people of Taiwan and the Han immigrants from China, they also provide clues to the intricate relationship among the various peoples of Taiwan (Hong, 2002), the transition of rights to land, and the gradual assimilation of the indigenous people (in particular the Pinpu 族群) into the Han society.

<table>
<thead>
<tr>
<th>Org.</th>
<th>Collection</th>
<th>Number of Land Deeds</th>
</tr>
</thead>
<tbody>
<tr>
<td>NTL</td>
<td>The Archives of the Japanese Taiwan Governor-Generals</td>
<td>15,899</td>
</tr>
<tr>
<td></td>
<td>Published Materials</td>
<td>1,831</td>
</tr>
<tr>
<td></td>
<td>Private Collections</td>
<td>171</td>
</tr>
<tr>
<td>NTU</td>
<td>Anli Dashe Archive</td>
<td>2,653</td>
</tr>
<tr>
<td></td>
<td>Published Materials</td>
<td>767</td>
</tr>
<tr>
<td></td>
<td>The Collection of Zheng Family of Xinzhu</td>
<td>383</td>
</tr>
<tr>
<td></td>
<td>Land Deeds from the Department of Anthropology of National Taiwan University</td>
<td>362</td>
</tr>
<tr>
<td></td>
<td>Land Deeds from the Taipei City Archive</td>
<td>153</td>
</tr>
<tr>
<td></td>
<td>Land Deeds of Southern Taiwan</td>
<td>87</td>
</tr>
<tr>
<td>TCCC</td>
<td>Published Materials</td>
<td>944</td>
</tr>
<tr>
<td></td>
<td>Total Number of Land Deeds</td>
<td>23,250</td>
</tr>
</tbody>
</table>

Our Collections of Land Deeds of Taiwan

In 2003 and 2004, the Council for Cultural Affairs (CCA) of Taiwan commissioned the National Taichung Library (NTL) and Professor Lee Wen-Liang of NTU to collect and digitize (in full text) the hand-written copies of land deeds from the Archives of the Japanese Taiwan Governor-Generals. In this project, NTL keyed-in the full text of 15,899 land deeds from the Archives of the Japanese Taiwan Governor-Generals. In the meantime, National Taiwan University (NTU) and Taichung County Cultural Center (TCCC) also digitized their own collections of land deeds, most notably the Anli Dashe Archive. Together, NTL, NTU, and TCCC have collected more than 23,000 land deeds in Taiwan, all incorporated into Taiwan History Digital Library (THDL), a full-text digital
library of primary historical documents that we built to serve as a research environment for researchers in Taiwanese history and other disciplines. All of the deeds are available in searchable full text, with metadata and, in some cases, images.

The building of content is an on-going effort. We project that the size of our collection will reach 30,000 by the end of the year.

A Research Environment for Land Deeds
We have incorporated the above-mentioned collections of Taiwanese land deeds into Taiwan History Digital Library (THDL) (Chen, Hsiang, Tu, and Wu, 2007), which is built with the goal of providing an electronic research environment for historians. Since our primary goal is to build a digital library to be used by researchers, we spent a great amount of time interacting with historians and built tools that they would find useful in their research. Full-text search is, in our view, the most basic facility. However, what is more important is how to help the user analyze the query results once they are retrieved.

We developed a methodology that treats query returns as a sub-collection, instead of as individual (and independent) documents. This seems to reflect better the need of researchers, who usually look for significance emerged from a set of land deeds. Under this philosophy, we have built extensive post-query classification facilities, which classify and present the query results according to attributes such as year, type of deeds, origin, etc. We also provide term frequency analysis which, using the 50,000 terms (names and locations, mostly extracted automatically) appeared in the collection, analyzes relationships such as geographic locations, co-occurrences, people involved.

The co-occurrence and temporal relationships are further analyzed in the line chart of temporal distribution facility provided, which gives a visual representation that makes observation easier. As mentioned before, each land deed features a list of attributes. These attributes can, in principle at least, be extracted from a deed. This work is quite laborious and is still under way. But we have developed an XML format that captures the attributes and, more importantly, makes it easy to build relation graphs that show the relationship among land deeds. Our preliminary experiments show that these graphs can play a significant role in the study of land deeds.

In the following, we present the aforementioned features in more detail.

Query Returns as a Sub-Collection
Historians usually do not look at a single document but, rather, a group of documents and try to find significance through their relationship. For example, land deeds from the same region as a whole may reveal the gradual change of land ownership from one ethnic group to another which, obvious, cannot be observed from a single document. For this purpose, we developed a concept that regards the query returns as a sub-collection and built tools to help the user find meaning and relationships at the collection level. This is done in THDL mainly through post-processing a query’s returns, presenting and analyzing them as a whole.

Post-Query Classification
Figure 2 is an example of how query results are presented in THDL. After the query results (the sub-collection) are returned, THDL classifies the resulting land deeds according to three predefined dimensions (year, origin, and type) on the left of the web page, while presenting summaries of the land deeds themselves on the right. Each class is followed by the size of the class (Fig. 3). By representing post-query classification, the historian can observe the distribution and behavior of the sub-collection, and see if there is anything that contradicts what the historian predicts. At a first glimpse, the historian can quickly capture the outline of the sub-collection. It’s helpful especially when the query results of full-text search is too large to manage. Furthermore, the post-query classification can also be used as a faceted search: simply click on a class will refine the user’s query.

Note that the three dimensions are chosen because they are important characteristics of land deeds. A different corpus could define a completely different set of dimensions to reflect the characteristics of the content.

---

Fig. 2 An outline of THDL right after a query
Line Chart of Temporal Distribution
The post-query classification on year reviews the temporal distribution of a sub-collection. To better visualize the temporal distribution of a query’s returns, we have built a tool to draw a line chart for any given query. It is especially useful when comparing the temporal distributions of two queries at a same time. For example, when a historian suspects that there is dependency between two concepts and wants more analysis, she can simply input each concept as a query, and then get a line chart (Fig. 4). The line chart of Fig. 4 suggests that the two concepts are quite correlated.

Term Frequency Analysis
We have developed a term extraction method for extracting noun phrases from old Chinese text (Chang 2006). In the land deed corpus, we have successfully extracted 40,000 names of people and 7,000 names of locations from metadata records and from full text (Chang, 2006). THDL uses the names to provide term frequency analysis by calculating the numbers of times each name appears in the sub-collection and representing the result in tables alongside the full text of resulting land deeds (Fig. 5). The names are listed in descending order according to their document frequency (DF, the number of documents in which a name appears). The user can use the tables to observe the relevance among locations and people in the sub-collection. Fig. 5 shows the returns of the query “Jin Guang Cheng” (金廣成), a local reclamation cooperative in the Guanxi (關西) area. At a closer look at the tables of names (Fig. 6) shows that the people on top are indeed the major shareholders of Jin Guang Cheng. Similarly, the locations on top are exactly the locations where Jin Guang Cheng claimed lands back to 1880s. However, the person with the highest DF only appears in 38 documents, while the size of the sub-collection is 61, showing that none of the people appear dominantly in the sub-collection. On the contrary, the locations with the highest DF, “Shiliao Zhuang” (十寮莊) and “Zhubei Er Bao” (竹北二保), appear in 57 and 56 documents accordingly, showing the lands Jin Guang Cheng claimed were mostly around the same area.

Relation Graphs and Role Analysis
Each land deed should, in principle, include all the attributes we mentioned earlier in the paper. It is thus desirable to extract them so that analysis can be done more easily. We have developed an XML format and have already extracted and analyzed about 13,000 of these deeds (with the attributes of such land deed represented as an XML file). Fig. 7 shows an example of these XML
files.

We have also developed a way to show the inter-relationship of the XML files via a notion of relation graphs. These graphs have been used to conduct role analysis, which shows how a specific person, family, or cooperative is involved in the development of a certain region through time. It is done by unfolding the roles they played in land deeds. For example, Fig. 8 shows the role analysis of “Lin Benyuan” (林本源), a cooperative that the well-known Lin family of northern Taiwan set up to represent the family in land acquisition. We found that most of the land deeds involving Lin Benyuan in our collection are sales of lands or certificates of lands from the government. Furthermore, Lin Benyuan was the buyer in all the sales and was the landowners in all the certificates. This observation matches the general impression of the Lin family, which has been one of the wealthiest families in Taiwan since late 19th century till now. The timeline of the deeds also shows that they focused on (and systematically) acquiring lands from one geographic location before moving on to the next.

![Image](75x356 to 291x450)

Fig. 7 The XML format for representing attributes in land deeds

![Image](76x161 to 292x307)

Fig. 8 The role analysis result for querying “Lin Benyuan”

Other Facilities to Assist Research
We have also built other facilities to assist research. THDL allows users to bookmark documents and thus create their own sub-collections. Moreover, users can manipulate sub-collections by applying three set operations — union, intersection, and complement — on sub-collections and save the result as a sub-collection (Tu, 1998). This facility enables the user to adjust a query’s returns by adding or removing designated documents, or documents from another sub-collection. THDL automatically calculates the similarity between documents and reports to user when there are documents similar to the present one. The user can check if it’s a duplicate land deed or a copy. For reading assistance, THDL provides the facility highlights query terms and user-designated keywords. This facility can help the user to quickly identify keywords of interests when reading, and thus can help quick evaluation of relevance.

Concluding Remarks
In this paper we described the land deed portion of THDL (Taiwan History Digital Library) that we build with the goal of providing a research environment with primary documents in full-text for research in Taiwanese history. We have developed a concept of regarding query results as a sub-collection, and have built tools that help users observe the relationship and collective meaning of a set of documents. On the aspect of land deeds, we have noticed that most of the existing research in Taiwan on this subject had used no more than a few old deeds (often within a hundred). It would be interesting to see, with over 20,000 land deeds available in searchable full-text and with tools to help discovering and analyzing their relationship, what kind of research issues can emerge and what kind of observations can be made.

Notes
This estimation, however, could be significantly lower than the real number.
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This study models the integration of new lexical borrowings into French, a language in which new lexical borrowings are common. Our goal is to predict whether or not a new lexical borrowing will “survive” the onslaught of time and be integrated into French.

In linguistics, most theories of word formation have been conducted in the generative tradition, such as those taken by Aronoff (1976), Selkirk (1982), Halle & Marantz (1993), and Ussishkin (2005). These approaches work well for new words formed by affixation and address, for example, how to form the neologism hateable from hate according to the same rules from which we have love --&gt; loveable. Yet these theories have not addressed the productivity of borrowings. Although borrowings may have internal morphological structure in the donor language, their adoption in French is not governed by structural rules as studied in theoretical morphology. The goal of the present study is to address the non-structural factors that codetermine whether a borrowing will find its way into the vocabulary of the recipient language.

Although many words from other languages enjoy ephemeral use, the borrowings that become entrenched in the language are a highly constrained subset of the possible borrowings: new words do not occur indiscriminately. Several factors may promote entrenchment in the recipient language’s lexicon.

First, the DONOR LANGUAGE of a borrowing may play a role in lexical integration. For example, borrowings from a prestigious language like English could be more likely to be integrated into the French lexicon than borrowings from a less prestigious language like Polish. Second, a borrowing’s FREQUENCY at a given moment in time could be an influential predictor about the borrowing’s integration into the language at a later point in time. Third, a borrowing’s DISPERSION—the number of different text chunks a word occurs in if a text is divided...
into several sub-parts—also promises to be a worthwhile predictor. The more writers/speakers use a borrowing, the greater likelihood it has of becoming entrenched in the language community. Fourth, since shorter borrowings require less processing effort, we hypothesize that the LENGTH of the borrowing will be inversely related to the degree of integration of a borrowing. Fifth, the SENSE PATTERN (monosemy or polsemy) of a borrowing in the recipient language may also be at issue. A semantically rich borrowing might have a greater chance of surviving than a semantically and contextually highly restricted, specialized, borrowing. Finally, we consider as well a cultural context factor, whether or not the borrowing refers to a culture that typically corresponds to the language of the borrowing. It is possible that a culturally unrestricted borrowing, for example, a Russian borrowing when describing China, could indicate a greater degree of integration than a restricted cultural context in which a Russian borrowing describes Russia.

|                          | B      | S.E.   | t value | Pr(>|t|) |
|--------------------------|--------|--------|---------|----------|
| (Intercept)              | 1.496  | 0.734  | 2.039   | 0.042    |
| FREQUENCY                | -0.801 | 1.012  | -0.791  | 0.429    |
| LENGTH                   | 0.599  | 0.355  | 1.688   | 0.093    |
| CONTEXT (UNRESTRICTED)   | 0.564  | 0.833  | 0.677   | 0.499    |
| SENSE (POLY)             | 2.230  | 0.513  | 4.347   | <0.001   |
| LANGUAGE (ENG)           | -0.755 | 0.530  | -1.425  | 0.155    |
| FREQUENCY*DISPERSION     | -3.324 | 0.692  | -4.806  | <0.001   |
| FREQUENCY*CONTEXT (UNRESTRICTED) | 2.531 | 0.865 | 2.927 | 0.004 |
| LENGTH*CONTEXT (UNRESTRICTED) | -1.721 | 0.468 | -3.676 | <0.001 |
| SENSE (POLY)*CONTEXT (UNRESTRICTED) | -2.016 | 0.744 | -2.710 | 0.007 |
| LANGUAGE (ENG)*CONTEXT (UNRESTRICTED) | 1.837 | 0.586 | 3.137 | 0.002 |

Table 1. A multiple regression model for predicting integration of lexical borrowings into French.

This study gathered initial new borrowings from the Le Monde corpus (Abeillé et al. 2003) from 1989–1992. We also queried the online archives of Le Figaro for the borrowings from 1996–2006, taking occurrence in this second corpus as a proxy for integration into the French lexicon. Given the frequency, the dispersion, the length, the donor language of the borrowing, the borrowing’s sense pattern and its cultural context in Le Monde, we developed a multiple regression model predicting the frequency of occurrence of the borrowing in the later Le Figaro corpus. Our model succeeded in explaining a high proportion of the variance in the Le Figaro frequencies (R² =0.673, with minimal overfitting as evidenced by bootstrap validation). Table 1 summarizes this model.

Table 1 shows a highly significant main effect for dispersion. The effect of dispersion is modulated by an interaction with frequency, indicating the role of frequency is restricted to words that have a broad dispersion. Comparing frequency and dispersion, dispersion emerges as the pre-eminent predictor for integration into the lexicon. Length, operationalized in terms of number of syllables, emerged with a negative slope, as expected. The effect of length depended on the cultural context. In culturally unrestricted contexts, longer borrowings are less likely to be integrated into the lexicon. Polysemous borrowings, borrowings with another sense already existing in the language, are also more likely to be integrated into the lexicon than borrowings that do not have another sense. Finally, the cultural context variable turned out to modulate the effect of most other predictors (frequency, length, sense, and donor language).

We have documented a range of factors that codetermine the acceptance of borrowings in a new language. These factors may play a role not only for the entrenchment of borrowings, but also for the entrenchment of regular morphologically complex neologisms, complementing the structure-directed investigations of theoretical morphology. An important direction for future research is to investigate whether, and if so how, the weights of the factors documented here are modulated by the internal structure of complex words (across affixed words, blends, and acronyms).

Unlike other types of word formation, borrowings allow us to gauge the degree of interaction between cultures. The cultural context factor in the present study, for instance, suggests that borrowings can be used to trace how concepts from dominant cultures establish themselves in the language community and spread to those contexts where subordinate cultures are in focus. This information is not only of use to linguists, but also to sociologists and anthropologists.

The methodology outlined in the present study may also be of use for lexicography, as it makes it possible to predict which borrowings (and other neologisms) are in the process of becoming entrenched in the language community, and therefore merit inclusion in dictionaries.
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It has become a critical commonplace that computational studies have not achieved widespread acceptance in mainstream literary studies (Corns 1991, Potter 1991, Fortier 1991, McGann 2001, Ramsay 2003, Rommel 2004). It is also the case, however, that practitioners have tended to be cautious about the sorts of interpretive claims that can be made on the basis of statistical analysis. Ramsay (2003) locates the source of the caution in a form of “dissonance” in the computing community where empirical studies are seen as providing a kind of safe haven that would be compromised if the researcher were to intervene excessively with the data or the analysis (168).

The view of computational stylistics as “scientific” and therefore irrelevant to mainstream literary criticism is a pervasive one. Scholars who are sympathetic to the methods involved in attribution and the analysis of style typically construct the problem of humanities computing relationship with the wider scholarly community in terms of a need for computing scholars to rethink their research such that it is framed in terms of “interesting” versus “right” (Ramsay 2003 173) or “interactive tool” versus “quantitative tool” (Sinclair 2003 177) or “disciplined play” versus “unity and coherence” (Rockwell 2003 213). In constructing the debate in these terms there is a risk of amplifying whatever differences there may be between traditional humanities scholars and computing scholars. The result is that the perceived differences become further entrenched. It also sidesteps the question of how and why attribution studies work.

Attitudes to what can be said about a text depend largely on the account of language that underpins an analysis (Connors 2006a; Hoover 2007). Cognitive grammar as developed by Ronald Langacker (1987, 1991) provides a theory that justifies the counting of function words in a computational analysis and also provides an interpretive framework that can explain the use of function words as a rhetorically motivated choice with semantic implications. As such it provides a promising theoretical account for the kinds of computational studies carried out
This study explores the use of function words in an analysis of style of 60 tragedies published between 1580 and 1641, with a particular focus on Elizabeth Cary’s, *The Tragedy of Mariam*. The set is comprised of the 12 so-called “Sidnean” closet tragedies, as well as 48 tragedies that were written for performance (See Appendix 1). Of these 5 were performed in private theatres and 41 in public theatres. It is not known whether the remaining 2 were performed (Harbage & Schoenbaum, 1964). Some textual preparation was carried out prior to the analysis, but editing and coding was kept to a minimum. Although spelling was regulated homographs were not tagged. Contracted forms throughout the texts were expanded so that their constituents appeared as separate words.

Tagged texts were then run through a frequency count using a program developed by the Centre for Literary and Linguistic Computing (CLLC) at the University of Newcastle called *Intelligent Archive* (IA). A list of 241 function words was used (see Appendix 2). This list was developed on the basis of work by the CLLC. Using IA a frequency test was run to establish which function words were most commonly found in each of the plays. The frequency count for each word in the function word list was expressed in the IA output as a percentage of the total dialogue in the relevant play. The data produced by IA were then transferred to *Statistical Package for the Social Sciences* (SPSS), and Excel, for further analysis.

One of the most interesting features of Figure 2 is the way the graph identifies three loosely clustered generic groupings. These are closet plays to the east, public stage plays to the west, and private stage plays along with *Mariam* in the centre. Marta Straznicky (2004) analyses *Mariam* in the context of drama associated with the private theatres. She notes that writers for the stage actively incorporated elements of the neo-Senecan tradition associated with closet tragedy into their plays. While some writers for the stage adopt various features commonly found in closet tragedy to a greater extent than their colleagues, Elizabeth Cary appears to draw on a more theatrical tradition than her closet contemporaries.

This is an interesting result for Elizabeth Cary’s play because it supports the insights of more traditional humanities scholars who have described *Mariam* as the most “theatrical” of the Sidnean closet tragedies (Barish 1993; Findlay, Williams & Hodgson-Wright 1999; Straznicky 2004). The play features sub-plots, stage directions and action that is played out rather than dealt with through narrative. Function word analysis supports the view of *Mariam* as one of the more theatrical of the closet texts, and provides additional information about how *Mariam* relates to contemporary texts in terms of the selected markers were only selected if they also satisfied both the $t$ test for equality of means and Mann Whitney test. A Principal Component Analysis (PCA) was then carried out to identify which variables were responsible for most of the difference between the sets of texts. For the PCA, the texts were broken into 4000 word segments to ensure that results could be easily presented. Segments of less than 4000 words were incorporated into the preceding segment. This produced 268 segments in total (50 closet segments and 218 stage play segments). The results of the PCA are set out in Table 1 and Table 2.
variables.

One of the strongest differences between the plays written for the stage, and closet plays, is the use of pronouns. There is evidence of frequent usage of the first and second person singular pronouns in the stage plays and little evidence of their use in closet plays. Van Hoek (2007) has analysed pronouns from the perspective of Langacker's cognitive grammar, particularly in relation to the way they influence the accessibility of concepts and the viewpoint from which constructions are understood. Van Hoek's analysis can usefully explain aspects of closet tragedy and The Tragedy of Mariam which have caused readers over time to find the text(s) less engaging than plays written for the public stage.

In a cognitive analysis, language that features frequent use of pronouns, particularly anaphoric pronouns, (such as him in “I'll go and get him”) assumes a certain common ground between the speaker and the addressee; they both understand who or what is being referred to without “him” being referred to by name. When a full-noun is used, like a name, there is an implied conceptual distance. The notion of “conceptual distance” also relates to how easily accessible a concept is for the discourse participants.

In her first soliloquy, a speech of seventy-five lines, Mariam refers to herself by name four times. She asks herself “then why grieves Mariam Herod’s death to hear?” (I.i.38) and calls herself “heard-hearted Mariam” (I.i.62). In most situations it is unusual for a speaker to refer by name to himself or herself. When Mariam names herself, she places the conception of “Mariam” on the metaphorical stage shared between speaker and addressee. In cognitive linguistic terms, it is as though Mariam is observing herself from an outside position. It’s a device that breaks up the normal relationship between speaker and addressee and has a disorienting effect.

In his analysis of the Senecan tradition in England, Braden asks “what makes it appropriate for a character to talk this way?” (1985 66). There could be a number of reasons for Cary’s characters to engage in this type of self-referential linguistic behaviour, however it is likely that the style of speech is rhetorically motivated. Although the language of the play is somewhat alienating, it reflects serious philosophical, cultural and political ambitions. Mariam is explicitly concerned with the individual’s right to resist tyranny. The form this resistance takes reflects the influence of neo-Stoic discourses and Seneca as literary and philosophical model.

For Braden the characteristic feature of Senecan drama is a kind of “cosmic self-dramatization” (178) that is represented in the characters by a quest for “a radical, unpredicated independence” (67). The speech of Cary’s characters can be linked to this very neo-Senecan idea of selfhood and the neo-Stoic ideals of control of the self, especially in the face of unchecked abuse of power. Mariam’s conquest of self can be traced through the way she overcomes emotional confusion to become “free, lofty, fearless and steadfast” (Seneca qtd Straznicky 1994 115). Evidence of this struggle in Mariam can be seen at multiple levels, including the linguistically at the level of function words.
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<table>
<thead>
<tr>
<th>Author</th>
<th>Title</th>
<th>Copytext</th>
<th>Date of publication of earliest text</th>
<th>Date of publication of copytext</th>
<th>Classification</th>
<th>Auspcies</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kyd, Thomas</td>
<td><em>The Spanish Tragedy</em></td>
<td>STC5088</td>
<td>1592</td>
<td>1592</td>
<td>Tragedy</td>
<td>Strange's</td>
<td>Public</td>
</tr>
<tr>
<td>Marlowe, Christopher</td>
<td><em>The Jew of Malta</em></td>
<td>STC17412</td>
<td>1633</td>
<td>1633</td>
<td>Tragedy</td>
<td>Strange's</td>
<td>Public</td>
</tr>
<tr>
<td>Salisbury (Herbert), Mary</td>
<td><em>Antonio</em></td>
<td>STC11623</td>
<td>1592</td>
<td>1595</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Anonymous</td>
<td><em>Death of a Fifer</em></td>
<td>STC733</td>
<td>1592</td>
<td>1592</td>
<td>Realistic Tragedy</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>Marlowe &amp; Rowley</td>
<td><em>Doctor Faustus</em></td>
<td>STC17432</td>
<td>1604</td>
<td>1603</td>
<td>Tragedy</td>
<td>Adams's (by 1594)</td>
<td>Public</td>
</tr>
<tr>
<td>Daniel, Samuel</td>
<td><em>Cloepatra</em></td>
<td>STC6254</td>
<td>1594</td>
<td>1594</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Kyd, Thomas</td>
<td><em>Cornelius</em></td>
<td>STC11622</td>
<td>1594</td>
<td>1594</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Forde Andronicus</em></td>
<td>STC22326</td>
<td>1594</td>
<td>1594</td>
<td>Tragedy</td>
<td>Pembroke/Sussex's</td>
<td>Public</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Romeo and Joliet</em></td>
<td>STC22323</td>
<td>1597</td>
<td>1597</td>
<td>Tragedy</td>
<td>Chamberlain's</td>
<td>Public</td>
</tr>
<tr>
<td>Greville, Fulke</td>
<td><em>Mistraph</em></td>
<td>STC12612</td>
<td>1609</td>
<td>1609</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Brandon, Samuel</td>
<td><em>The Virtuous Octavia</em></td>
<td>STC12362</td>
<td>1598</td>
<td>1598</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Julius Caesar</em></td>
<td>STC22273</td>
<td>1623</td>
<td>1623</td>
<td>Tragedy</td>
<td>Chamberlain's</td>
<td>Public</td>
</tr>
<tr>
<td>Marston, John</td>
<td><em>Antonius's Revenge</em></td>
<td>STC17474</td>
<td>1602</td>
<td>1602</td>
<td>Tragedy</td>
<td>Paul's</td>
<td>Private</td>
</tr>
<tr>
<td>Grevelle, Fulke</td>
<td><em>Alidah</em></td>
<td>STC12374</td>
<td>1603</td>
<td>1603</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Hamlet</em></td>
<td>STC22276</td>
<td>1605</td>
<td>1605</td>
<td>Tragedy</td>
<td>Chamberlain's</td>
<td>Public</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Tinterus and Croused</em></td>
<td>STC22331</td>
<td>1609</td>
<td>1609</td>
<td>Tragedy</td>
<td>Chamberlain's</td>
<td>Public</td>
</tr>
<tr>
<td>Heywood, Thomas</td>
<td><em>A Woman Killed with Kindness</em></td>
<td>STC13315</td>
<td>1607</td>
<td>1607</td>
<td>Tragedy</td>
<td>Worcester's</td>
<td>Private</td>
</tr>
<tr>
<td>Jonson, Ben</td>
<td><em>Ryseus His Fall</em></td>
<td>STC14582</td>
<td>1605</td>
<td>1605</td>
<td>Tragedy</td>
<td>King's</td>
<td>Public</td>
</tr>
<tr>
<td>Alexander, William</td>
<td><em>Darius</em></td>
<td>STC12374</td>
<td>1603</td>
<td>1603</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Cary, Elizabeth</td>
<td><em>Marian, The Fair Queen of Jersey</em></td>
<td>STC4613</td>
<td>1613</td>
<td>1613</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Rhenile</em></td>
<td>STC22305</td>
<td>1622</td>
<td>1622</td>
<td>Tragedy</td>
<td>King's</td>
<td>Public</td>
</tr>
<tr>
<td>Alexander, William</td>
<td><em>Crosan</em></td>
<td>STC22305</td>
<td>1604</td>
<td>1604</td>
<td>Tragedy</td>
<td>Closet</td>
<td>Closet</td>
</tr>
<tr>
<td>Daniel, Samuel</td>
<td><em>Philotas</em></td>
<td>STC13315</td>
<td>1605</td>
<td>1605</td>
<td>Tragedy</td>
<td>Queen's Rebels</td>
<td>Closet</td>
</tr>
<tr>
<td>Marston, John</td>
<td><em>The Wonder of Women</em></td>
<td>STC17488</td>
<td>1606</td>
<td>1606</td>
<td>Tragedy</td>
<td>Queen's Rebels</td>
<td>Private</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>King Lear</em></td>
<td>STC22292</td>
<td>1608</td>
<td>1608</td>
<td>Tragedy</td>
<td>King's</td>
<td>Public</td>
</tr>
<tr>
<td>Anonymous (Shakespeare; Middleton?)</td>
<td><em>The Bewere's Tragedy</em></td>
<td>STC24150</td>
<td>1607 or 08</td>
<td>1608</td>
<td>Tragedy</td>
<td>King's</td>
<td>Public</td>
</tr>
<tr>
<td>Anonymous (Shakespeare; Wilkins?)</td>
<td><em>A Yorkshire Tragedy</em></td>
<td>STC22340</td>
<td>1608</td>
<td>1608</td>
<td>Tragedy</td>
<td>King's</td>
<td>Public</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td><em>Macbeth</em></td>
<td>STC22273</td>
<td>1623</td>
<td>1623</td>
<td>Tragedy</td>
<td>King's</td>
<td>Public</td>
</tr>
</tbody>
</table>
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Appendix 1 Continued. List of plays used in this study.

<table>
<thead>
<tr>
<th>Author</th>
<th>Title</th>
<th>Year</th>
<th>Edition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shakespeare, William</td>
<td>Antony and Cleopatra</td>
<td>1607</td>
<td>STC 22235</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td>Timon of Athens</td>
<td>1607</td>
<td>STC 22273</td>
</tr>
<tr>
<td>Alexander, William</td>
<td>Julius Caesar (WA)</td>
<td>1607</td>
<td>STC 11164</td>
</tr>
<tr>
<td>Shakespeare, William</td>
<td>The Tragedy of Mariam</td>
<td>1607</td>
<td>STC 22458</td>
</tr>
<tr>
<td>关闭</td>
<td>手抄本</td>
<td>1608</td>
<td>STC 22449</td>
</tr>
<tr>
<td>Tourneur, Cyril</td>
<td>The Atheist’s Tragedy</td>
<td>1609</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Beaumont and Fletcher</td>
<td>The Maid’s Tragedy</td>
<td>1610</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Chapman, George</td>
<td>The Revenge of Bussy d’Ambois</td>
<td>1611</td>
<td>STC 22858</td>
</tr>
<tr>
<td>Anonymous (Middleton)</td>
<td>The Second Maiden’s Tragedy</td>
<td>1611</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Jonson, Ben</td>
<td>Catiline Tri Conspiracy</td>
<td>1611</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Webster, John</td>
<td>The White Devil</td>
<td>1612</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Fletcher, John</td>
<td>The Hunting of the Hare</td>
<td>1614</td>
<td>Wing B1581</td>
</tr>
<tr>
<td>Webster, John</td>
<td>The Contention of the Sea</td>
<td>1614</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Grellé, Thomas</td>
<td>The Segrate and the Power of Love</td>
<td>1618</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Middleton, Thomas</td>
<td>Hengist, King of Kent</td>
<td>1618</td>
<td>MS 8-100</td>
</tr>
<tr>
<td>Fletcher, John</td>
<td>The Bald Brother</td>
<td>1619</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Rowley, William</td>
<td>The Life and Death of Robert of Gloucester</td>
<td>1619</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Fletcher and Massinger</td>
<td>The Double Marriage</td>
<td>1620</td>
<td>Wing B1581</td>
</tr>
<tr>
<td>Middleton, Thomas</td>
<td>Woman to Woman</td>
<td>1621</td>
<td>Wing M1989</td>
</tr>
<tr>
<td>Markham and Sampson</td>
<td>Hero and Antipater</td>
<td>1622</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Middleton and Rowley</td>
<td>The Changeling</td>
<td>1622</td>
<td>Wing M1989</td>
</tr>
<tr>
<td>Massinger, Philip</td>
<td>The Unnatural Combat</td>
<td>1626</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Massinger, Philip</td>
<td>The Roman Actor</td>
<td>1626</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Ford, John</td>
<td>The Broken Heart</td>
<td>1629</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Shirley, James</td>
<td>The Tamer</td>
<td>1631</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Shirley, James</td>
<td>Lovers’ Cruelty</td>
<td>1631</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Ford, John</td>
<td>The Lover’s Sacrifice</td>
<td>1633</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Ford, John</td>
<td>Yet To Play’s Queen’s Whore</td>
<td>1633</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Soukling, John</td>
<td>As You Like It</td>
<td>1637</td>
<td>STC 22539</td>
</tr>
<tr>
<td>Davent, William</td>
<td>The Unfortunate Lovers</td>
<td>1638</td>
<td>Wing D348</td>
</tr>
<tr>
<td>Shirley, James</td>
<td>The Cardinal</td>
<td>1641</td>
<td>Wing S4361</td>
</tr>
</tbody>
</table>

** Edited from the manuscript in the Folger Shakespeare Library and published 1938.

* Harbage notes that Gismond of Girondea by Wilmot, R. Starford, Hatton, Noble, 1601. It was performed in 1566-1568 and revised by Wilmot in 1591 as Tamerel and Girnond.
The 385+ Million Word Corpus of Contemporary American English (1990-present): A new tool for examining language variation and change

Mark Davies
Brigham Young University
mark_davies@byu.edu

The last 15-20 years have seen the introduction of “mega-corpora” such as the Bank of English and the British National Corpus, which contain anywhere from 100-500 million words. Until recently, however, there have been no large, balanced corpora of American English. Only a small portion of the Bank of English, for example, is from the US. The well-known American National Corpus has not been updated in several years, it has only 22 million words of text, and it is quite unbalanced in terms of genre representation (essentially no fiction, no popular magazines, etc.). On the other hand, there are other large “corpora” of American English (such as the GigaWord collection of newspaper articles), but these represent just one genre.

The situation has changed recently, with the recent introduction of the Corpus of Contemporary American English (COCA) (www.americancorpus.org), which we released in Spring 2008. This is the first large, balanced corpus of American English, and it will permit researchers to address many questions related to language change and linguistics variation, which could not have been answered until this time. The corpus is composed of more than 385 million words of text in more than 150,000 articles and books, with at least 20 million words each year from 1990 to 2008 (and it will be updated from this point on as well). In each year, the corpus is divided into five equally-sized genres: spoken (transcripts of unscripted conversation on 100+ TV and radio programs each year), fiction (novels, short stories, and movies scripts), popular magazines (100+ magazines each year), newspapers (ten newspapers from across the US), and academic journals (100+ journals each year). The wide range of genres means that researchers can study in detail variation between these genres, and the consistency in genres across time means that researchers can accurately study linguistic changes. In addition, the corpus is tagged and lemmatized (using CLAWS, the same tagger that was used for the British National Corpus), which greatly facilitates syntax-oriented queries.
The entire corpus architecture and interface are designed to facilitate research into language variation and change. Users can quickly and easily find the frequency of any word, phrase, substring (e.g. suffixes), or syntactic construction in each year since 1990, and in each of the five major registers. Example might be words such as carbon-neutral or the quotative like, phrases like perfect storm or tipping point, suffixes like –gate (Iraqgate or zippergate), or grammatical constructions like preposition stranding, zero relative clauses, or the ‘get passive’. They can also see detailed information on frequency and distribution of words and constructions in micro-genres, such as the rise of bling in African-American and entertainment-related popular magazines.

The corpus also allows users to find the collocates in different genres and groups of years since 1990, which can provide valuable insight into semantic change and variation. For example, they can compare the collocates of woman or of peace in spoken, fiction, and newspapers to see how these concepts are viewed and discussed differently in the two genres. They can also compare collocates over time, such as the increasingly positive collocates with geek since the early 1990s, or the increasing environmental emphasis over time, evidenced by new collocates with green. Finally, they can easily compare the collocates of two words to see contrasts in the meaning or usage of the two terms. Examples might be adjectives with Democrats vs. Republicans (electable, fun, open-minded vs. extremist, mean-spirited, and greedy), or bias in the collocates with women and men (glamorous, real-life, disadvantaged vs. honorable, self-made, and wise).

Other features allow for fairly complex semantically-oriented searches. Due to the relational database architecture, we have been able to integrate a thesaurus with entries for 60,000+ headwords, as well as WordNet, and users can also create “customized lists” on the fly. These allow for rather powerful queries, such as “any form of any synonym related to the verb clean within five words of any word in the ‘houseltems’ list created by Jones” (clean the pots, washing some windows, the floor he mopped) or “any hyponym of emotions within five words of a word in the ‘familyTerms’ list created by Smith (Grandpa seemed to be pretty happy, the excited children, the moms that are most worried). As can be seen, this goes far beyond most other corpus architectures, which are often limited to just word, phrase, lemmas, or parts of speech.

This example of semantically-oriented searches leads us finally to a brief discussion of the overall challenge of designing an architecture that achieves the three competing goals of 1) size 2) speed, and 3) annotation. Achieving two of three goals is relatively simple, but achieving all three simultaneously – in the real world – is much more difficult. For example, there are many search engines that allow fast retrieval from very large “corpora” or text archives (e.g. Google or Lucene), but which allow for little if any annotation (e.g. even basic part of speech tagging or lemmatization, much less integration with thesauruses or user-defined lists). Other approaches provide speed and annotation, but are completely inadequate in terms of scalability – either in terms of size and/or speed. There is no limit to the number of proprietary architectures that have been designed over the past decade or two, and which might work very well for a small one million word corpus, but which are utterly un-scalable. A query might take just two or three seconds for a well-annotated 10 million word corpus, but (assuming linearity), that same query then takes two minutes or more for a 350-400 million word corpus.

Our approach – which is based on a (still) proprietary architecture involving relational databases and a massive-redundant n-grams schema – is one of just a handful that adequately allows for size, speed, and annotation. Even a complicated query – involving part of speech, lemma, synonyms, customized word lists, and limited by sub-genres – typically takes just 2-3 seconds to generate results from the entire 385+ million word corpus. In addition, ours is the only architecture (as far as we are aware) that allows for such a wide range of comparisons – e.g. across sub-corpora, or the collocates of different words. For example, SketchEngine allows comparisons between different words, but not by sub-corpus. The IMS Corpus Workbench (CWB) allows comparisons between sub-corpora, but not between different words. Ours offers both of these, full integration with thesauruses and lexical resources like WordNet, as well as much more.

In summary, the Corpus of Contemporary American English (COCA) is based on an architecture and interface that allows for a wide range of queries, and which does so quickly and easily. In terms of the textual database, it is both large (385+ million words, and growing) and well-balanced (in terms of genres and sources). All of these features serve to create a unique resource that allows researchers to look at a wide range of questions dealing with recent changes and current variation in American English, which would have been difficult or impossible to investigate before this time.
The « Bibliothèques Virtuelles Humanistes » (Virtual Humanistic Libraries in Tours): a Collection, or a Corpus?
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marie-luce.demonet@univ-tours.fr

1. The goal of the Bibliothèques Virtuelles Humanistes (BVH, or Virtual Humanist Libraries, a digitization project begun in Tours in 2003, http://www.bvh.univ-tours.fr) is to offer two types of digital representations of a selection of books printed during the Renaissance or of manuscripts: the image of a copy (its “facsimile”) on the one hand, and its transcription on the other hand, without additions besides corrections or variations that are essential for understanding the text, and TEI encoding. These two goals necessitate the combined efforts of two communities whose objectives, methods and formulations are very different. The difference is further complicated as the elaboration of a corpus for this period presents additional difficulties: librarians and book historians work with “image processing” computer programs, whereas literature and language specialists use linguistic systems (Hyperbase, Weblex, Philologic...). Currently, technical progress has allowed these different approaches to come together, although they have not yet been combined: libraries prefer to offer text-only versions of documents, obtained via OCR or by manual transcription encoded in order to show a readable text alone or along with its facsimile. Linguistic corpora and text databases for works before 1800 are often constituted of modern editions, which are under copyright and impossible to show next to “their” facsimiles—which often do not exist, as they were established from several different reference editions and do not respect the physical presentation. These editions have the obvious advantage of easily lending themselves to searches for data and to detailed encoding. The goal of libraries of text images is entirely different, as research is generally done only on metadata and, at best, on the table of contents which constitutes a minimal indexation, and sometimes is done through a quick round of OCR. In light of these two traditions, and taking into account the reading habits and requests that recent navigational tools have encouraged, the BVH are devoted to conducting research on the two-pronged front of indexing text in image mode, extracting images from images of the pages, classifying and indexing them, and acquiring a significant corpus of transcribed texts. But does the collection of texts constitute a corpus?

2. It is revealing that this proposition of intervention is on the fence between the two initial themes of the congress and we defend the name of “corpus” for the image-and-text combination, although it was imposed upon us, so as not to frighten financiers and the general public, to call it a “library”. We will discuss the difficulties that this grouping engendered, difficulties both theoretical and technical. The digital libraries as they are comprised at the CESR would not be a “corpus”, but rather a “collection” as their only commonality is their period of publication, from 1470-1650, identified as the “Renaissance” in the largest sense, including Antique or Medieval texts edited during that period. Even if the collection includes broad categories (classics of the Renaissance—sources of science—legal and political history—philosophy and theology), a priori each book on any shelf could fall under one of these categories, all the more as a fifth category, “particular projects,” allows additions to one or several subcategories (like the “Rabelais” database, the dictionaries, etc.), the only ones in fact that merit the name of “corpus”, the rest being composed of stand-alone books or curiosities. This is how the members of the jury of the National Research Agency (ANR) understood the word “corpus” in France, as it is obvious from the projects chosen that the notion was relatively vague, even as they excluded a collection of digitized texts in image mode alone. In order for there to be a corpus, there must be text.

3. Going against this analysis, we would defend:

3.1. The idea that each work chosen corresponds to an analysis of its form and its content. The researchers who are charged with this (under the supervision of Toshinori Uetani, CESR, with the collaboration of Marie-Elisabeth Boutroue, IRHT) examine its interest from the point of view of the history of the book and of the directions of research that obviously reflect the options of researchers at the Center or their colleagues. They hope to render the object upon which they are working accessible to the scientific community, in order to share knowledge, going against the traditional editorial process that consists of offering a “definitive” paper edition once the establishment has finished it. Selection is therefore a tool of anonymous collaboration and results from a step that is one of a researcher, using available funds (as it happens, those of the Région Centre and its partner establishments) that they enrich in so doing: the library of the Museum of Sologne, in Romorantin, possesses a copy of the 1580 edition of Montaigne’s Essais: although it is not extraordinarily rare, this state of the text merited being offered to the public in order to compare it with that of the BnF’s
3. 2. The exploitation of image mode, in particular illustrated elements, is specific to the digitized collection: the AGORA program, developed by the computer sciences laboratory of the University of Tours, allows semi-automatic extraction of illustrations, graphs, portraits, typographic material and initials, providing particular indexed and searchable databases (notably thanks to Thesaurus Iconclass). These “processed” works assuredly constitute a corpus which can be subject to precise searches.

4. As for the texts, the standard is to accept the name of “corpus” for a database that gathers together transcriptions of Renaissance texts in French.

4. 1. But what about texts in Latin, Italian, English, Spanish, etc., that are not excluded a priori? A multilingual corpus is all the more conceivable as many Renaissance texts contain large fragments of text in Latin (the Essais, for example). Even if we initially preferred texts in French, originals or translations, leaving to researchers from other linguistic regions the care of developing their own corpora, the fluidity of TEI encoding allows the possibility of making a “Renaissance” corpus that would not be limited to French and would contain even bilingual or multilingual “alined” corpora. Thanks to the “TEI Renaissance and modern times” application (Tours, July 2008), appropriate encoding of different versions of a text makes a model available that renders the physical description of a text compatible with its logical description (Nicole Dufournaud, CESR, Jean-Daniel Fekete, INRIA). These procedures are taught in a specialized Master’s program and during workshops open to students, researchers and librarians.

4. 2. The progress of “Renaissance” OCR (RETRO) also developed in Tours by Jean-Yves Ramel allows the acquisition of text from difficult-to-read printed matter, and it allows correction thanks to form dictionaries compiled from transcriptions and in different languages. Even if acquisition in text mode with an accuracy rate of over 97% still represents a considerable cost for these early printed books (post-correction is always necessary), it allows incrementation of a collection of texts with highly varying written forms, processed by an annotation tool (Analog, developed in Poitiers and at the ENS-LSH by Marie-Hélène Lay) or a “dissimilation” tool (Thierry Vincent, Poitiers); these collections in turn facilitate the acquisition of new texts and allow for linguistic analyses about the uses found with double-checking the text: in the context of course, and in the facsimile. It will also be possible to search the texts for keywords that constitute the Iconclass thesaurus, offering in this way a selection of topoi present in the texts, in their tables of contents (all transcribed) and in the illustrated elements.

5. In this way, the BVH is a “Renaissance” corpus that is still in the process of being built, a unique but double-headed corpus, one that is dissymmetric: there are obviously many more facsimiles than transcribed texts. Such a corpus is unified by the metadata that harmonize the catalogue of the work and that of the transcribed text thanks to appropriate descriptors (TEI headers, Dublin Core, OAI protocol) and by the search tools that are used on the plain text, but also thanks to the keywords associated with images and with texts, always offering as an anchor the facsimile and the reference to the original work.
Co-Reference: A New Method to Solve Old Problems

Øyvind Eide
University of Oslo
øyvind.eide@edd.uio.no

Introduction
In this abstract, I will describe co-referencing as a method for information integration. This method is based on building blocks that have been available in an analogue as well as digital information systems for a long time. Co-reference is about connecting such building blocks in new ways in order to enable additional tools necessary for creating a functional Semantic Web for cultural heritage.

The co-reference concept will be explained and related to other tools for information integration. Some prototype implementations currently being developed for use in storing co-reference facts is being described, along with theoretical work towards the so-called network of identity. As a conclusion, I describe how we organise our work in this field as well as our plans for the future.

Definition
An example of a reference is the string “The table by the window,” referring to a physical object. If another string “The beautiful table” is referring to the same physical object, the two strings are said to co-refer.

A co-reference system will add relations directly between different references in texts. To do this, an identity relation has to be used. A possible identity relation for people could be:

\[ A=B \iff A \text{ and } B \text{ are both human beings that have lived or are living, and the body of } A \text{ is at any time located at the same place in the physical room as the body of person } B. \]

Once such an identity relation is established, the co-reference definition is simple:

\[ \text{If string } x \text{ refer to } A \text{ and string } y \text{ refer to } B, \text{ and } A=B, \text{ then } x \text{ and } y \text{ co-refer.} \]

Recording Co-References
Computer software is developed to detect and disambiguate names and other referring strings in texts. They are quick and reliable, but at the cost of a high level of mistakes; not-detected items as well as false positives. Even when used on very structured data with additional information available to help the algorithm, such as a library catalogue example described in (Bennett 2006), the success rate in automatic data integration is far from acceptable: 70% hits with an error rate at almost 1%. Human beings, on the other hand, are more reliable. But they are also expensive.

There are two different ways of solving this quality-cost problem. One could use the computer to create candidate co-references and let human beings check the results, possibly as a federated job by amateurs. Or one could try to find ways to store results of work that people are already doing as formalised co-reference information.

As many people working in the culture heritage sector detect co-references as part of their job, we do not need to hire new people. What we need to do is to create computational and organisational systems so that they are able to store the facts they detect in a form usable for a co-reference system.

Information about the events in which co-references are asserted should also be stored. We will then be in a position to differentiate between statements made by computer programs and statements made by persons, as well as between different persons. This enables a higher degree of reproducibility than what is common in many areas of research made on the basis of cultural heritage. It also provides an addressee to approach if someone later suspects that a co-reference assertion may be wrong.

Similar approaches
Work related to co-reference detection is common in research. One example of tools used in such work today is thesauri. But instead of connecting the sources to one another, as one would do in the co-reference approach, each of the sources are linked to a record in the thesaurus. From such links to thesauri, co-references may be detected, but details about the event in which the source for the co-reference information was recorded is commonly not available.

Prosopographies are closely related to co-reference work, but has not traditionally published full sets of co-reference information about the names mentioned in the sources used. The factoid approach described by Bradley and Short, on the other hand, will provide information in a formalised way from propopographical work that is very close to co-reference data sets as they are described in this abstract: “A factoid is not a statement of fact about a person [...] Instead, each one records an assertion by a source at a particular spot about a person.” (Bradley
The concept of co-reference is used in corpus linguistics as well, in the sense that co-reference annotation is applied to text corpora (Day 2008). This is closely connected to anaphora resolution. One may say that anaphora resolution is a part of co-reference detection as an anaphor is just another referring string.

**Level 1: Inside the Organisation**

Co-reference management should be part of the overall information strategy in an institution. The curator, researcher or exhibition professional should be able to add information to their local system about external resources co-referring with internal resources.

Tracking down co-references have always been one of the practical tasks performed by researchers, conservators, librarians, and others processing information about real world objects described in texts. The results have sometimes been published, e.g. in indices or in footnotes. But most often it has been saved in the scholar’s head, maybe also in his notes. We should do better. We should enable the creation of formalised data that may look like this:

```
<table>
<thead>
<tr>
<th>ID</th>
<th>String</th>
<th>URL</th>
<th>Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pers2345</td>
<td>John</td>
<td><a href="http://foo.org/landregister.html#record2365">http://foo.org/landregister.html#record2365</a></td>
<td>Position 5-8</td>
</tr>
<tr>
<td>Pers2345</td>
<td>Johannes</td>
<td><a href="http://bar.org/smithetal/facs/page543.png">http://bar.org/smithetal/facs/page543.png</a></td>
<td>Rectangle (245,64,452,87)</td>
</tr>
</tbody>
</table>
```

The syntax of this example is not important. The information could e.g. be expressed in RDF. The point is that it is expressed in a machine readable way.

We are currently implementing a prototype co-reference system in which specific pieces of information in our databases can be connected to external resources. The external resources can be a URL, but can also be a reference to a specific place in a printed book. This system will also store information about who is responsible for asserting the co-reference, when it was done, and optional comments (Eide 2008). Further development is necessary to evaluate if this method will be usable in practical work.

Another implementation is the tagging tool created at FORTH in Greece as a diploma thesis by Kostas Pyloudis and Pasxalis Georgopoulos. The tagging tool is a web based application in which HTML web pages and photographs on the internet can be co-referenced and annotated by the user. The operation includes selecting a part of the document, so that part of an image, e.g. the head of one person, can be co-referred to a string in a HTML document, e.g. a name (Melesanakis 2008). This is an interesting attempt to enable anyone to take part in building up collections of co-reference information. Methods used by the Perseus Digital Library in their information integration work are also similar to the co-reference approach (Babeu 2007).

**Level 2: Network of identity**

After a while, many co-references have been stored in many institutions, some of them referring to the same individuals. All such co-reference collections should be connected and made available in a cross-institutional system.

The systems at level 1 described above will be sustainable, because the organisations gain from using them. The federated system will be the sum of all the two-way links from the level 1 systems. A model for such a system is described in (Meghini 2008). The article also describes a possible implementation. The system will be able to answer questions about the entities being co-referred. If it is connected to information systems storing information about e.g. events, it will be a very interesting tool for exploring large data sets based on cultural heritage information.

**Conclusions**

To integrate the wider cultural heritage field, it is necessary to connect persons, places, and objects described in and owned by museums to references in e.g. digital versions of printed books. It is not enough to connect classes of information, particular items will also have to be connected. Thus, co-reference tools will find their place among the other tools used in the development of the Semantic Web.

The CIDOC co-reference working group was established in 2007. We are currently working on the research and implementation described above. We are also developing prototype protocols for exchanging co-reference information between systems. We hope to set up a small integrated test system in 2009 in order to show how such systems may be implemented.
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Overview

This paper will present some of my first work on a larger dissertation project: a new model for cultural capital in the digital era. In a time of rapidly evolving ecologies of reading and writing, I argue that the Internet affords us massive amounts of new data on previously invisible cultural transactions. New architectures for reviewing, discussing and sharing books blur the lines between readers, authors and critics, and these cultural structures capture thousands of conversations, mental connections and personal recommendations that previously went unrecorded. Through a close examination of the networks of cultural interchange surrounding the work of Thomas Pynchon, I hope to define a new, statistically informed conception of cultural capital and different modes of critical and commercial literary success.

Background

This paper takes as its starting point the idea that cultural capital can be defined or at least mapped online through exchanges at the intersection of literature as a field of art and the business of buying and selling books.¹ The advent of new media is transforming this landscape of literary production and consumption, making possible all sorts of new ecologies of reading and writing. At the same time, many transactions at the heart of digital cultural capital (i.e. customer reviews, shared libraries, “also-bought” lists, etc) are now captured in digital amber. Just as importantly, long-running statistical research into text-mining and content extraction has made effective tools available to map out semantic links between concepts and proper nouns in text archives. By combining data from digital ecologies and professional critical book reviews, I will compare the networks of cultural reception and critique that make for authorial fame. This combination of research methodologies promises new insights not only into the vast datasets of internet culture but also into the often-hidden cultural relationships that exist between various professional and popular archives, some of which reach back decades or centuries. There are exciting possibilities here for tracing the networks of influence and exchange that make up contemporary literary success and bringing some empirical rigor to often
vague conceptions of cultural capital.

Proposal
As I work on the larger project of outlining a new, digital cultural capital, I propose a paper that explores some of these themes in the more limited arena of a particular contemporary author: Thomas Pynchon. Pynchon’s pointed refusal to offer a public presence to the standard engines of publicity and authorial fame (he lives in more or less total secrecy, allegedly in Manhattan, and no clear photographs have been taken of him for decades) makes him an ideal candidate. Perhaps more than any other major contemporary author, he has relied on particular forms of cultural capital to earn literary fame, even as he critiques the social transformations wrought by capitalism through his work.

This paper will attempt to map the network of Pynchon’s cultural capital and, through this exercise, make some larger claims about how cultural capital functions in the digital era. I will combine a broad reading of the discourses Pynchon engages in his novels with a study of the critical and popular reception of his work. If the statistical analyses I perform here cannot “prove” or “disprove” that reading, they will still inform it, just as the reading will inform my interpretations of Pynchon’s cultural network maps. I see Pynchon as a bridge figure between the emerging discourses of post-War techno-supremacy, information theory, the new managerial class, and American consumerism. According to this position the allusive density and postmodern genre-bending of Pynchon’s novels serve in effect to train readers in a form of interdisciplinary network reading. Dealing with such disparate and detailed threads of information, we all become paranoid connection-seekers, bridging different chasms and structures of knowledge across Pynchon’s varied literary terrain. One question these results will necessarily address is to what extent Pynchon readers are more drawn to participation in his cultural networks online as compared to readers of other relatively similar contemporary authors (see methodology, below).

One of the most effectively reclusive authors on the contemporary scene, Pynchon has succeeded admirably in allowing public attention to focus solely on his work. I hypothesize that Pynchon’s difficult, boundary-breaking books succeed in forging their own ideational networks, and that their author has both exploited and redefined contemporary cultural capital. In this way Pynchon places his readers in exactly the position they have assumed in new digital ecologies of reading and writing: the role of critic/operator, of consumer/creator, who grapples with unstable fictional ontologies from the vantage point of equally unstable critical ontologies.

Methodology
There is no comprehensive dataset or perfected analytical tool for exploring cultural capital, so this paper will construct its argument with several imperfect measures.

The argument will draw primarily on results from a new, wide-ranging dataset of reviews incorporating “highbrow” cultural review publications like The New York Times, academic journals, popular media and customer reviews from blogs and websites such as Amazon.com. Using a combination of APIs, Perl scripts and commercial databases, I am assembling a targeted dataset of professional and popular reviews and recommendations from the book review archives of major newspapers, magazines, and the websites Amazon and LibraryThing, with more academic, popular and commercial archives to follow should time permit. Using named entity recognition (NER) and part of speech tagging (PoS), I will construct social and conceptual network maps based on this corpus to explore a) how Pynchon was introduced or integrated into the existing cultural firmament, b) who reviewed and/or was mentioned in connection with Pynchon and how these networks evolve, c) what insights I can draw from resonances and differences in the conceptual maps drawn from different categories of cultural reaction (e.g. professional reviews vs. reader reviews). This analysis will adapt an available open-source NER and PoS text-mining tool (most likely Carnegie Mellon’s AutoMap or the University of Massachusetts’ Proximity) to construct the network maps.

These maps, while hopefully revelatory, will not offer much in the way of quantitative measurement of social capital or literary success. To address the problem of quantifying cultural capital, I will be creating control groups of books for each Pynchon work discussed. These groups of 5-10 novels will be selected based on their cultural proximity to the relevant Pynchon work (a messy term, I concede): published within a year of the Pynchon work; written by an author with similar style, interests and/or who might be reasonably said to compete with Pynchon; greeted with similar levels of highbrow acclaim, and greeted (to the extent this can be determined) with similar levels of commercial success. It is my hope that the potential liabilities of any particular judgment or selection will be ameliorated in aggregate, and that the control groups will still provide a reasonable baseline for studying how Pynchon’s work has fared over time.

Using these baselines, Pynchon’s work will also be considered along several more quantitative metrics. I will trace the historical reception of his work through measures of annual MLA citations and popular press citations (the latter will most likely use a small index of pub-
lications—newspapers and magazines with consistent national presence over the past 50 years). Since sales figures are notoriously difficult to come by, I will attempt to chart the current popularity and lasting success of Pynchon’s books by looking at library presence (through meta-catalogs like Worldcat.org), used books available for purchase online, and presence on library sharing sites like LibraryThing. Of course these popularity statistics will be judged comparatively against their normative control groups. Finally, I should note that while the control groups will allow some metrics to be tracked over time (citations, for example), used book availability, library presence and some other factors will necessarily be limited to a snapshot of current conditions.

Conclusion

By exploring contemporary networks of cultural capital related to the work of Thomas Pynchon, I hope to develop tools and statistical methodologies that will be adaptable to other authors in my own project and to other scholars for their own work. I am aware of limited applications of social and conceptual network mapping in literary study, but in extensive searches I have yet to find an easily adaptable tool that non-technical literary scholars might use to explore a new corpus. I hope to close this gap at least partially as I make my own arguments about the evolving nature of digital cultural capital.

Notes

The notion of cultural capital discussed here is based most directly on the work of John Guillory in Cultural Capital: The Problem of Literary Canon Formation, and through him Pierre Bourdieu. The term is a fraught one and a full definition is beyond the scope of this paper. Instead, I hope to lay the groundwork for a new, digital understanding of cultural networks and influence as they relate to literary production in the larger capitalist system, using cultural capital as a bracketed general term.

To briefly explain my choice of websites: Amazon is an obvious choice because of its active reviewing community and relatively long-running archive, with over a decade of reviews available. Publishers Weekly declared LibraryThing the most popular of the social reading network sites, and it also encourages an active group of user-reviewers. A more extensive study will, with luck, involve other major book-reviewing sites online.
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Numerous arguments have been put forward in recent years about the causes and effects of the crisis in scholarly publishing, as have numerous more suggestions about ways to ameliorate the situation (one might see, just to name a few, Waters (2004), Alonso et al (2003), and Greenblatt (2002)), but few of these accounts seem to get at the heart of what is, admittedly, a very thorny problem in academic publishing today: an utterly insupportable business model. This paper, which forms a small part of a book-length project exploring the social and institutional changes required to make digital scholarly publishing a reality, will not argue for ways of creating supports for the existing system (whether through subventions, book-buying funds, or other means of funding production or increasing consumption). And though it follows the work of authors including Willinsky (2006), Borgman (2007), and Hall (2008) in arguing that the future of scholarship must be digital, this paper will not argue that such a turn to digital publication can in and of itself rescue scholarly publishing from its financial crisis. Instead, this paper will argue, scholarly presses must consider a far more radical shift in their business models, in which they cease thinking of themselves as providers of products for sale, and instead understand the publisher as a provider of services that facilitate scholars’ interactions with texts, and with one another through those texts.

Clay Shirky argued as long ago as 1997 that an Internet-based business model focused on the sale of content was destined to fail. The shift from content to services, however, might best be understood within the model of the “hybrid” economy described by Lawrence Lessig (2008). The hybrid is neither a wholly commercial nor a wholly gift-based economy, but rather one that creates value for users by offering services they desire, thereby encouraging them to contribute their labor to the enterprise. Lessig explores the models established by several successful hybrid businesses, including Flickr, Slashdot, Craigslist, and others, suggesting that contemporary content providers (like the music industry) who have the sense that their bottom lines are being undermined by network-based file sharing would do well to consider the ways that their business models might change in order to take advantage of peer-to-peer networks rather than attempting to legislate or sue them out of existence.

The concerns of university presses about the digital future are slightly different, but these presses nonetheless might take advantage of these same principles. The relationship, after all, of authors to the university press is already based at least in part on the culture of the gift; few academic authors earn much directly from their published texts, instead benefiting from the jobs and speaking engagements that their publications produce. And in the digital age, as Bob Stein (2008) has explored, presses will need to think less about selling the content of texts they publish, and instead focus on the services that they can provide to authors, in the development of their texts, and to readers, in providing means of interacting with the texts, and with one another around the texts.

Implied in this turn from products to services, however, is a large-scale shift in the relationship of the university press to its institution, as explored in Brown et al (2007). Despite the fact that most U.S. based university presses arose out of the desire of the institution to publicize the work of its faculty, most presses today operate on a list-based model, primarily publishing the work of scholars from other institutions, and focusing on a select number of fields. The result is precisely the untenable business model faced by presses, which are expected to operate as businesses rather than service organizations (even where they are subsidized, if only minimally, by their institutions). Changing the focus of the press from selling the products of scholarly research to facilitating the processes of that research will also require the academic institutions that house presses to recognize that a press that functions as a service organization within the university cannot simultaneously serve as a revenue center.

I will argue that the survival of the university press in the current economic and technological climate will require that presses return to their earlier, service relationship to authors within their own institutions, in order to more firmly cement their position within the heart of the university’s overall mission.

In these two respects — in turning from selling the products of scholarship to facilitating the networked means through which scholarship is done, and in shifting its focus to serving the needs of their institutions, presses might learn from libraries — and might, as Crow (2009) argues, benefit from becoming more strongly allied with libraries, as one serves the needs of the institution by gathering published material from around the world for its users, and the other serves those needs by distributing locally-produced texts to users around the world. As with libraries, however, this new position of the press within the university’s overall mission will require that...
institutions fund their presses as part of their infrastructure, rather than understanding the press as a revenue center — and, not incidentally, it will also require that institutions without presses establish them in order to remain competitive.

This presentation will thus explore not the new technologies that will rescue the university press, but rather the new business model that those technologies will require the press to develop, arguing that a focus on services rather than products, and a new relationship to the university’s core mission, will enable the press, as a nexus for new modes of scholarly communication, to thrive into the future.
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Collaboration—literally a shared work—is typically understood to rest upon a form of agreement: about shared goals, common projects, standards of practice. As Aldo de Moor observes, modern-day collaborative practices tend to emerge from self-forming teams rather than being organized from above, and as a result this kind of agreement constitutes an essential foundation on which to proceed. He goes on to note that the crucial element to successful digital collaboration has a great deal to do with the way norms are developed and adjudicated:

The members of virtual professional communities, just like their peers in more traditional communities, are guided in their work by social norms. These norms guide both the operational activities of the network and the specification processes in which the network is defined. However, as these networks are egalitarian by nature, the norms cannot be imposed from above, but are to emerge from the community as a whole. Thus, the user-driven specification process needs to be legitimate, in the sense that specification changes are not only meaningful but also acceptable to all community members. A specification change is acceptable if and only if the users for whom the particular change is relevant have been adequately involved in the specification process (Aldo de Moor, “Empowering Communities: A Method for the Legitimate User-Driven Specification of Network Information Systems”, summary of PhD thesis, http://www.communitysense.nl/phd/thes_summeng.html).

Relevant norms in the digital humanities context are quite wide-ranging: they include social norms, disciplinary norms, and technical norms. But what I would like to focus on for purposes of this paper is a specific kind of case in which disciplinary and technical norms overlap: the arena of standards for digital representation of research materials, and in particular the domain of scholarly markup languages. Text encoding as practiced in the digital humanities world sits at the juncture of humanities scholarship—textually nuanced, exploratory, and introspective—and digital technology, with its emphasis on formalism and upward scalability. As a result its norms carry a double weight: they must achieve some kind of technically actionable uniformity, but they must also express useful scholarly concepts and differentiations.

Encoding standards such as the Text Encoding Initiative (TEI, http://www.tei-c.org/) are thus foundationally collaborative technologies: they presume the need and the desire to make individual insight widely communicable in a form that permits its extension, critique, and reuse. But the mechanisms for achieving this result in practical terms are complex and require thoughtful balancing of the requirements, respectively, of the individual and the community. As de Moor observes in the material quoted above, legitimate norms arise from a process of community assent, but how is that assent best managed and expressed? And in the universe of humanities disciplines, where “the community” consists of multiple communities with shifting boundaries, how are norms constituted in a way that still permits intellectual growth? Even more importantly, given the critical role that dissent and debate play within the humanities research context, how can these be expressed? Can we imagine a role for dissent within a functioning technical standard, without vitiating its power to support collaboration?

Over the past 20 years, the research of the TEI and its user community has been centered on developing mechanisms that address the problem of norm-setting, in both the social and the technical sphere, in a way that I will argue is specifically designed to accommodate dissent in a way that actively facilitates collaboration. This paper will critically examine the TEI’s framing motivations and the specific mechanisms—intellectual, social, and above all technical—through which they have been realized during the course of the TEI’s development. In particular I will consider the practice of schema customization, through which the TEI manages both the representation of the TEI language as a standard and the processes of dissent and expansion through which it is modified by its users. The central components of the TEI customization process express, in effect, the relationship between the individual and the community. The TEI source or ODD file represents the entire landscape of the TEI in potential terms, and can be used to generate a maximally capacious schema that contains all possible TEI elements and structures. The ODD customization file represents the world of an individual user or project: the set of choices and limitations or extensions through which the individual adapts the TEI schema to local usage. From these two files, with appropriate processing, one can generate a schema that expresses the TEI landscape as viewed through the lens of the individual application. The ODD customization file, then, expresses the distance between the individual and the community: both the agreement the community has established concerning meaning, and also (perhaps more importantly) the degree by which the individual dissents from the standard, while still acknowledging its centrality for the
Dissent is nothing new in the humanities; what is distinctive about this mechanism is that it formalizes dissent and allows its vector to be traversed in two directions. The same path that leads away from the unmodified TEI standard towards the individual application (from generality to specificity) can also be followed back to the center again. This traversal can be effected both by human beings and by computer processes. Information concerning what has been changed and why can be expressed in human-readable form and may serve as a valuable support in understanding the methodological choices that underlie a project’s encoding practice. Similarly, the ODD customization file can serve as the basis for automated analysis that could, for example, identify all projects from a large set that use the same set of TEI modules or remove the same set of elements; generate a list representing the greatest common set of values for a given attribute across a group of projects and also identify the values that are unique to each project; identify the range of new elements created by each project and their TEI equivalents. Taken as a whole, the customizable approach taken by the TEI permits the standard to function (both socially and technically) as an agreement at many levels—on the intention to treat data as a sharable and preservable resource, on the value of shared data standards, on the descriptive utility of this particular approach to modeling humanities texts, and on the impossibility of creating a single descriptive model that will satisfy all needs.

In an important sense, this customization mechanism encapsulates the central challenge of collaborative work, and even of language itself: that of how to balance the urge toward individual expressiveness with the mandates of public comprehensibility, the desire for individual freedom of agency against the need for group action. This paper will explore several specific examples drawn from real TEI projects to demonstrate the different kinds of managed dissent that can be expressed using the customization mechanism, including the following:

- the use of shared generic structures (<div>, <seg>, etc.) coupled with customized constraint of attribute values to express variations on common structures

- the use of “syntactic sugar”: the creation of project-specific elements that are explicitly equivalent to standard TEI elements

- the use of the TEI class system to express how a project-specific vocabulary fits into the TEI’s structural model

The important question emerging from these issues is what this kind of discursive agreement and dissent actually achieves in the collaborative domain. Several points should be noted and will be explored in more detail in the finished paper. First, agreement of course permits communication, but properly formalized dissent is an equally important dimension of communication. Language (including formal encoding language) expresses a view of the world, and it is essential to be able to disagree about that view, or to express a different view. But that disagreement must be explicit rather than covert: otherwise tag abuse is the result. A second, complementary question is how we can distinguish between meaningful dissent (essential points of disciplinary difference) and meaningless dissent (based on laziness or other social failures). Are the mechanisms for making this distinction solely social and human, or are there automatable mechanisms conceivable as well? Finally, what kinds of collaboration are possible where formalized dissent and disagreement, rather than complete agreement, are the result of using a standard? I will argue that for the digital humanities community, effective management of disagreement—rather than simply the production of agreement—is the most important role a standard like the TEI can play.
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Introduction
This study explores the influence of science fiction read in childhood on the career choices and research trajectories of scientists and engineers. Mosco (2004) argues that science fiction, as modern-day myths, significantly impacts how people think about and view the world. Scholars of science fiction argue that science fiction is an influential element of contemporary American society (Disch, 1998; Malmgren, 1991; Stableford, 1987). Specifically, one interesting facet of this issue is the role of science fiction in influencing public understanding of and attitudes toward science (Chaloner, 1998; Claessens, 2004). Indeed, one additional significant societal implication of science fiction is the impact it can have in structuring and changing individuals’ lives (Bacon-Smith, 2000; Jenkins, 1992). Science and literature studies examine the relationship between technoscience and science fiction on a conceptual level and thus serve as an important inspiration for this study (Dery, 1996; Doyle, 1997; Haraway, 2004; Hayles, 1999), but have not undertaken empirical research to examine the impact of science fiction on the lives of scientists and engineers. This focus on the role of science fiction in the lives of scientists and engineers is part of the larger theme of the book in the life of the reader, or how literature affects readers’ everyday lives (Andringa and Scheier, 2004; Kaestle, 1991; Pawley, 2002; Polhemus and Henkle, 2005; Wiegand, 1998). This study seeks to determine if and how science fiction affects technoscientific research.

Methods
Data collection included fourteen semi-structured interviews with scientists and engineers as the NASA Goddard Space Flight Center. Interviews were conducted using an oral history approach (Baumgartener and Payr, 1995; Lyons and Taks, 1982; Radway, 1991; Ritchie, 2003; Sommer and Quinlan, 2002; Thompson, 2000; Yow, 2005). Interviews were recorded, transcribed, and analyzed using grounded theory (Strauss and Corbin, 1998). Specifically, the researchers first independently coded interviews line-by-line to identify specific factors that influenced the career choices of scientists and engineers. The researchers then compared their two lists of factors and used them to build a list of clusters that encompassed multiple factors.

Results: Factors Influencing the Career Choices of Scientists and Engineers
This research identified ten predominant clusters of factors that NASA Goddard scientists and engineers described as influencing their career choices: the space program, science fiction, informal education, formal education, the job market, serendipity, personal attributes, values, family and friends, and the physical environment. Each of these clusters was identified in multiple interviews, and most of the factors within each cluster were also found in multiple interviews. The complex interconnections among these diverse factors are depicted in Figure 1.

![Figure 1: Clusters of Factors that Influence the Career Choices of Scientists and Engineers](image)

The space program included factors such as the space race, from the launch of Sputnik to the first successful Apollo Moon landing, as well as more recent events such as the space shuttle program. Science fiction included both ‘hard’ science fiction by authors such as Asimov, Clarke, and Heinlein and popular forms of science fiction such as Star Wars and Star Trek. Informal education included factors such as museums, kits, and books. Formal education included factors such as K-12 and undergraduate science courses. The job market included factors such as the availability of jobs in different areas at different times. Serendipity included factors such as whom the interviewees knew and how one life event led
to another. Personal attributes included factors such as gender, interest in different levels of abstraction, and financial considerations. Values included factors such as curiosity and altruism. Family and friends included factors such as the career choices and influence of parents, siblings, grandparents, and friends. The physical environment included factors such as fascination with the night sky and with nature parks.

**Results: Themes for the Influence of Science Fiction on Technoscience**
The findings of this study demonstrate that science fiction can influence the career choices of scientists and engineers. Scientists and engineers explained that science fiction, “kept me interested in science and astronomy;” “may be a lot of people’s first experience with real science;” “may keep you inspired;” and “continues to spark people’s imaginations.” A total of eight major themes for the influence of science fiction on technoscience were identified: worldview/perspective, ideas/insights/inventions, inspiration, initial exposure, shared culture/shared meaning/socialization, reinforcement, excitement, and curiosity.

**Limitations**
As in the case of all interview research, data may be influenced by self-report bias. Further, inquiry about childhood influences on professional development are highly speculative, as it is often not possible to discern among the many factors that influence decision-making. Further, with such a small sample, it is not possible to determine the likelihood of influence by science fiction and other factors; rather, it is only possible to report on the self-reported experiences of this small sample of scientists and engineers.

**Future Research Directions**
One planned future direction is to conduct a broad survey to test hypotheses developed as a result of the interviews. This planned study would include a larger sample of scientists and engineers from a broader range of organizations and fields. Another possible future direction is to develop educational interventions that use science fiction to interest undergraduate students in science and engineering, building on earlier work in this area (Berne and Schummer, 2005; Raham, 2004). This study provides empirical evidence that science fiction influences the career choices and research trajectories of scientists and engineers, and points toward ways to use such educational programs to increase the size and diversity of the science and engineering workforce.
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Advanced digital spectral imaging is now becoming a key interdisciplinary analytical tool for use in the examination, assessment and understanding of cultural heritage preservation and interpretation in the humanities. This involves the integration of advanced technologies, work processes and a range of skills from various fields. This includes experts in materials science and information technology with social scientists through the development of methodologies to ensure preservation, distribution and access to all aspects of cultural heritage. The critical component of developing this research area is to develop collaborations between researchers in multiple disciplines. The Library of Congress is developing and refining this tool for preservation of significant cultural heritage artifacts, including the Waldseemüller 1507 World Map, the first and second drafts of the Gettysburg Address, and the L’Enfant (1791) plan of Washington D.C. Under the direction of the senior preservation scientist, Dr. Fenella France, a team of preservation scientists and imaging specialists developed imaging and data management capabilities to ensure preservation, distribution and access to information on these and other cultural heritage objects. This information proved critical in supporting collaborations between researchers in multiple disciplines, enhancing the ability to understand and mitigate the potential and inevitable loss of information due to the natural degradation of materials.

Hyperspectral imaging involves the capture of a range of specific wavelengths in the visible and non-visible spectrums. To access this wealth of image data, three key aspects of digital data capture and management must be addressed:

- The image acquisition process and the required adaptation for high quality images of large documents and manuscripts
- Processing of digital images integrated with specific interpretation for preservation and scholars
- Implementation of effective metadata standards and data management systems

This paper will primarily address the integration of digital image acquisition and processing to develop a non-destructive analytical technique that allows the characterization of inks, colorants, treatments, substrates, deterioration, and lost information – all critical elements for preservation.

Imaging research at the Library of Congress includes the collection of sequential narrow wavelength bands of images from the ultraviolet, through the visible spectrum to the infrared (approximately 300nm – 1100nm). This hyperspectral imaging collects contiguous wavelengths, detecting variances in responses from materials in the artifact at any wavelength or combination of wavelengths. The team of preservation and imaging scientists working with a MegaVision 39 Megapixel monochrome camera and Equipoise LED EurekaLights image the items of cultural heritage – documents, leaves of manuscripts, daguerreotypes, in each spectral band. This yields a large data cube of digital images and metadata for each artifact. The resulting collected images are digitally combined with or subtracted from each other to form the processed image or “digital object” that provides greater analysis and interpretation of the original real cultural artifact. These processed images contain a wealth of information, but it is the significant levels of multidisciplinary interpretation required to process and analyze the data collected, that forms the new digital object.

The Library of Congress is building on the past two decades of characterization of ancient texts and documents using advanced digital imaging techniques. It is developing these research methods to advance studies of other media and cultural heritage items, as well as new techniques for specific preservation requirements. The ongoing research and development highlights the utility of transferring advanced imaging techniques developed for defense and astronomical studies to the preservation of significant cultural heritage artifacts. Specific studies that have led to the current developments in advanced digital imaging include the Dead Sea Scrolls, the Khaboris Codex, Archimedes Palimpsest, and the Oxyrhynchus Papyri. Each of these studies has revealed some of the issues and challenges involved with apply-
ing advanced imaging and processing techniques to re-
searching cultural heritage documents and artifacts. For
example, complex image processing previously used to
recover images from astronomical telescopes, has been
adapted to reveal what the original woodblock that was
used in the printing of the Waldseemüller map probably
resembled. Integrating an analysis of the techniques
used by a woodcut maker in the 1500s informs under-
standing of materials and choices made even though the
original woodcut no longer exists. All of this research
underscores the need to integrate social and material sci-
ences with the digital object to better understand issues
of technological and other choices in the creation of the
original object. Styles and the delicate detail attained
were compared with copper engraving by researchers in
the 20th century still attempting to understand the innate
technical skills. Layering the information to show later
additions by cartographers and printers adds more to the
complexity and potential utilization of the digital object.
The ability to process this information needed to collect
useful data associated with substrates and media without
physical sampling is critical to the assessment and pres-
ervation of many international items of cultural heritage.
In addition, analysis for transcription and translation of
deteriorated ancient texts requires collaboration between
conservation and scholars for effective translation. These
aspects will be outlined in more detail in the paper.

While advances in image acquisition processes are criti-
cal, it is the post-capture processing that creates the new
digital object of interest in this discussion. This process-
ing and interpretation of acquired images is integral to
the creation of the information necessary for the preser-
vation, analysis and assessment of these cultural artifacts
through digital spectral imaging. This digital image pro-
cessing has evolved from simply choosing the best spec-
tral band and collecting images in that band (mono-spe-
tral), through principle component analysis of specific
wavelength combinations and pseudo-color processing,
to the current advanced algorithmic image processing
utilizing the combination of registered images in various
non-visible and visible spectrum regions.

As noted previously, hyperspectral imaging creates large
volumes of data for processing, analysis and interpre-
tation and requires understanding of these new digital
objects and the levels of information contained within.
Data and metadata management is imperative to inte-
grating digital imaging and processing capabilities for
studies of cultural artifacts in the humanities. Creating
the digital object requires effective systems and infor-
mation management to ensure that the large amounts of
digital data generated can be readily acquired, stored,
archived, accessed, processed and linked to other data.

The creation of a new “digital object” that combines the
real cultural artifact and the processed digital files and
information has established a new category of cultural
artifact in the humanities. The resulting composite digi-
tal object allows insights into methods of construction,
the impact of society and technology and scholarly in-
formation on how this informs researchers and our un-
derstanding of previous societies. This can be used to
address questions such as:

- Why did artists and artisans develop and employ
  those specific techniques that were used to create
  the real artifact?

- How were these restricted or informed by available
tools, cultural norms, religious or moral beliefs?

- Did the creator demonstrate a break from tradition
  that was only now being revealed through the avail-
  ability of advanced spectral information?

Integration of information from the original object and
the digital imaging is a critical component in the orga-
ization and access to the digital object. Developed from
GIS, the concept of “scriptospatial” or ”image-spatial"
tagging of key points on the images is the equivalent
of a global positioning system for documents and ob-
jets. The linkage of information from other scientific
analyses, or scholarly interpretations of revealed details
revealed by the advanced digital image processing is an
important element in the generation of an integrated digi-
tal object that allows the interpretation and assimilation
of a range of data that is at times in different data sets.

The critical breakthrough in the adoption of hyperspec-
tral digital imaging was the maturity its development
– resolution, integrated conservation safe lighting and
management – to concentrate on and answer these ques-
tions, while also addressing the issues involved for this
technique to become accepted as a true non-invasive
non-destructive analytical tool with no risk to fragile
historic artifacts in the field of cultural conservation.
Hyperspectral imaging has the capacity to reveal infor-
mation, data and details not visible or accessible from
the historic artifact itself due to deterioration. This high-
lights the necessary integration between materials sci-
cence, digital spectral imaging and the social implications
of retrieving lost information. This generation of new
information includes that created from advanced digital
image processing of the large volume of acquired data.

In conclusion, providing useful information to support
conservation research and scholarly studies requires the
effective integration and application of new technologies,
work processes and technical skills to the field. The use of multi- and now hyperspectral imaging as an effective conservation tool has allowed the development of non-destructive analytical tools that allow the safe analysis and examination of texts and documents. This requires the integration of a range of associated activities and processes: imaging artifacts in a range of spectral bands, capturing important metadata about the digital records, storing the digital data and associated metadata, processing the images and data to yield useful information, and making the information available for researchers in the humanities, conservation professionals and the public. Future accomplishments in the creation of a new digital object will be dependent on economic development of integrated image information systems, continued advances in image technology, and the effective integration of data access, storage, management and interpretation. This requires continuing innovation and collaborations of imaging and preservation scientists, information technology professionals, conservators and researchers in the humanities.
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If digital humanities is an isolated ‘enclave’ that remains largely isolated from humanities disciplines, as Martha Nell Smith averred at the 2008 Digital Humanities and the Disciplines conference, perhaps one reason is that the residents of that enclave have not often tried to initiate broad curricular reform. Certainly, researchers who are part of the digital humanities community teach courses that use the writings of digital humanists, courses that use the texts and images and audio and video digitized with funds granted to digital humanists, courses that use the web sites and databases and software developed by digital humanists, courses that use the theories and methods and language of the digital humanities, but such courses seem to remain the specialized offerings of specialists. Unlike women’s studies, for instance, which at the very least increased the number of objects for humanities inquiry by an order of magnitude, the research-oriented field of digital humanities has not changed most humanities syllabi.

This paper will tell the tale of one graduate program’s programmatic attempt to incorporate the intellectual and practical insights of the digital humanities throughout its curriculum. In 2008, the National Historical Publications and Records Commission awarded a grant to the Archives and Public History graduate program in the History department at New York University for the purpose of creating ‘a model curriculum that fully engages new media’ with ‘a completely integrated and coherent approach to digital and electronic records issues.’ (Wosh, 2007) To create this model curriculum, the program hired a Digital Curriculum Specialist to take on four well-defined tasks: first, to revise the syllabi for three key courses and to work closely with faculty and graduate students in those courses; second, to review the eight other syllabi for courses in the Archives and Public History program and suggest changes where needed; third, to arrange at least four digital history internships at cultural heritage institutions in the New York area to enable graduate students to gain significant experience working on digital history projects; and fourth, to create an entirely new Advanced New Media course.

The very existence of the Digital History Across the Curriculum project at NYU might be considered evidence in support of the claim that the field of digital humanities has ignored curricular reform, perhaps at its peril, perhaps thus enclaving itself. As the grant proposal points out, the NYU Archives and Public History program is one of only a few archival studies programs based in a history department rather than in a library and/or information science department, and this location in the humanities seems to have hampered the program’s ability to adapt organically:

Joseph M. Turrini, an archival educator at Auburn University, correctly observed in a May 2007 AHA Perspectives article that most history-based archival education programs have failed to adjust to changing professional expectations, especially ‘the expansion of specialized archival courses and the increased technological expectations of archivists.’ In truth, public historians, history departments, and humanities-based archival training programs have largely lagged behind their information science colleagues. George Mason University offers an M.A. in Applied History with a new media and technology emphasis and has emerged as a leader in the field, but few other institutions have followed along. Most programs offer isolated ‘new media’ courses at best. Indeed, recent curricular surveys of the public history field contain virtually no discussion of technology or digital issues. This appears particularly puzzling since these studies also document the fact that employers expect program graduates to possess precisely the blend of technological, collaborative, and administrative skills that immersion in digital history might provide. (Wosh, 2007)

For ‘applied’ humanities fields such as archival studies, documentary editing, and public history, the need for digital curricular reform or reinvention is obvious, if not always easy, placed as they are within humanities departments that rightly value critical inquiry for its own sake. It may be the case that digital humanities can only be transformative in humanities fields with just such an applied emphasis; even our project confines itself to revising the curriculum of a single track within a large history department, rather than the broader curriculum of the history department itself.

Yet one of the most promising and invigorating characteristics of digital humanities as a field is that it combines an emphasis on applied professional skills with the same deep respect for intellect, ethics, and emotion that animates the traditional humanities. Will there ever be an initiative to revise the entire curriculum of a History department, an English department, a French department, a Philosophy department to incorporate the issues and
insights of the digital humanities? Does such an initiative seem unlikely, unnecessary, unimaginable? If so, then perhaps the digital humanities is quite properly segregated from humanities disciplines, and perhaps we can continue talking among ourselves.
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Reading a book or manuscript involves four dimensions: width, length, depth and time, since flipping the page is a temporal act, with a before and an after. As scholars and publishers increasingly move towards digital remediation of literary archives, how do we digitally render 4D objects in a medium that is missing at least the third one, and text encoding standards that deprecate the role of the page in shaping meaning? Walt Whitman’s annotations written on nineteenth-century books, magazines and newspapers, provide a special opportunity to begin to explore this question. A particularly unusual class of documents that Whitman created has posed difficulties for electronic rendering. At The Walt Whitman Archive, where I am a project manager, we call them “flipbooks,” to denote a text that, while supported on a single sheet is, in essence, a scrapbook with multiple leaves glued on top of each other. That is, “flipbooks” are documents that are annotated and then layered on top of each other so that one can flip each clipping or page over:

In this presentation I will discuss how the questions of the third and fourth dimensions of these documents informed our design of interfaces for encoding, searching, and browsing digital surrogates of them.

With the help of an NEH grant in the Digital Humanities, the Whitman Archive created an interface that attempts to maximize audience and utility while addressing theoretical issues in the representation of layered documents.
We have created a set of software technologies and encoding practices that allow for the tagging, displaying, and searching of static documents that mix print, manuscript, and visual images—documents such as printed texts or images bearing handwritten annotations. These technologies include a suggested approach for encoding coordinates in XML transcriptions so that search engines can visually display results of user searches for manuscript words and phrases; web-based software for linking XML editing programs to an image display to allow encoders to relate bitmap images to XML text; and model stylesheets capable of displaying transcriptions of annotated documents together with digital images of those documents. We have kept Peter Robinson’s warnings about the tendency of previous markup interfaces to be difficult to use—based on his experiences with his own software, Collate—in mind. For example, the ARCHway Project features a suite of powerful tools for relating texts to images and for capturing multiple hierarchies. Our software suite, following on the example of the ARCHway Project, is designed to be simple enough to be used by transcribers with little familiarity with information encoding and portable enough to work in multiple computing environments for widely different kinds of archival projects. Unlike ARCHway, however, it is web-based, and allows encoders to mark space as a structural entity.

Creating these interfaces has raised important questions. What exactly constitutes marginalia, and how would one render it digitally? To what extent are writing and reading, both in digital and non-digital media, spatial acts? Whitman’s marginalia reveals his literary influences, how he is bound in time to writers that precede him; but the spatial element is significant as well, since his texts take root in the fertile marginal medium of theirs. His practice of pasting such documents together into unforeseen and reconfigurable combinations, with deliberately motile hierarchies, brings to mind Hayden White’s argument that form not only reveals content, but can be content itself. It also reconfigures, as the work of Marta Werner on the “radical scatter[er]” Emily Dickinson suggests, what it means for scholars today to theorize peripheries. Hence, the theoretical orientations and practical implications of the archive’s interface are not bound specifically to Whitman, but apply across literary studies and digital humanities. In creating a relationship between encoding practices and interactive design for search and browsing, we have followed a path suggested by, among others, Johanna Drucker, who asks if, “rather than think[ing] about simulating the way a book looks, we might consider extending the ways a book works as we shift into digital instruments.”

Building an interface to allow for visualized search returns of manuscript words in images meant creating a coordinate system for manuscript tagging that allows for searches or deformations based on the location of a word in relative space, not just for specific terms or entities. But building one that makes possible an approach to how Whitman’s flipbooks work, in Drucker’s terms, also meant making alterations to the TEI P5 approach to XML-based markup, and in particular, to TEI’s insistence that pages do not constitute intellectual structures. This presentation will briefly demonstrate our interface and discuss the logic of its design, focusing on the theoretical implications and practical potential of an approach that emphasizes layered spatial relations of text and images. I will discuss the logic of the “surface and zone” markup recommended for indicating such relations, and discuss why we found it unsuited to handling Whitman’s annotated flipbooks. Briefly, I will outline our practical response, using a coordinate-tagging system, to such markup, which allows page space to function as an intellectual structure. To experiment with recreating the way temporal flexibility affects intellectual hierarchies in these documents, I will argue, not only introduces a new kind of activity, a new domain of interpretation, into editorial work, but also posits this kind of work as fundamentally multidimensional.
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**Background**

Many digital humanities projects maintain online bibliography digital libraries (BDLs) that support diverse users in locating a variety of references. The Cervantes Project (CP) bibliography aims to represent the best resources about Cervantes published since 1605 and is drawn from many multilingual sources. The current CP bibliography gathering and filtering process is carried out by sets of contributors: the expert editors, the reviewers, and the authorized international collaborators. Delays, possibly months, can result from the filtering process and also from the process of uploading the new publications into the BDL, which is separate from the gathering and filtering process. In addition, the ability to find new entries online is limited. Current bibliographic search engines show a limited scope of coverage on literature. There is no single resource that handles the entire 2.5 million articles that emerge yearly from the 25,000 peer-reviewed journals (Harnad, S. et al., 2008), so these engines access only a fraction of the literature (Hull, D. et al., 2008).

We compared various humanities BDL’s main supported features. Table 1 summarizes the main outcomes. Note
that the majority of these BDLs do not take advantage of the social collaboration of Web 2.0.

<table>
<thead>
<tr>
<th>Developer</th>
<th>TAMU</th>
<th>Shakespeare Quarterly</th>
<th>Rice University</th>
<th>Ed Folkon &amp; Kenneth M. Price</th>
<th>Human-Computer Interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free Access</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Searching</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Browsing</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Multilingual Content</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Multilingual Interface</td>
<td>(Static)</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Annotate</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Save searching</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Import</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>User Ranking</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Editor’s Blog</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Social Collaboration</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Various Humanities BDL supported features

This paper’s premise is that social collaboration with the right level of moderation can support and reduce the costs of creating a scholarly bibliography by benefiting from the “wisdom of the crowds” (Surowiecki, J., 2004), while ensuring the accuracy of the bibliography. This could lead researchers to needed and interesting resources in better time. We have experimented with this issue by implementing a set of functionalities built on the drupal CMS. We have tested them on a group of CP users from different countries who use a variety of languages to gather, share, annotate, rank and discover academic literature (Fig. 1). We report on these initial experiments in the remainder of this paper.

Personalization
Zotero, Mendeley and Papers are personal reference management tools. However, they do not include social collaboration features. We implemented a personal facility named MyCibo (Fig. 2), where users can save or edit their references, personal pages, and blogs with the ability to make them private or public. They can import and export in EndNote tagged, XML, RIS, and BibTeX formats and manually connect related publications.

Social technologies applied to bibliographies
Social Bookmarking
Most online libraries and bibliographies provide one way learning, in that they provide services to the users, while prohibiting users from contributing. This results in a huge loss of knowledge and almost a freezing of storage rather than active libraries. The current state of the art is moving toward two way learning, where the users can both benefit from the available knowledge and contribute to it. (Hendry, D.G. et al. 2006b) mentioned an ‘amateur bibliography’ that is collected by nonprofessionals and falls short of the standards of a professional bibliography. Although large amount of references could be collected in a short span of time, resulting issues such as redundancy, spam, phantom author names, and phantom citations are not a good sign of scholarly research (Jacso, P. 2008).

Unlike some general online reference management software such as CiteULike and Connotea that are based on the concept of non-moderated social bookmarking, we considered the previous issues and the need for an accurate bibliography. To get this done, light moderating and authenticating of the users contributions to the CP
bible is provided, aiming to reach the scholarly moderated bibliography (Hendry, D.G. et al. 2006a).

Users were given ranks according to their scholarly or contribution level. For example, well known scholars got higher ranks so that they could contribute directly without moderating their contributions. New users’ public contributions will be entered into a queue waiting for an approval from a moderator. Users who contribute with relevant and accurate contributions would mean that they are most likely experts in their area, and were given points, which promote their ranking and editing permissions. We believe this provides accuracy without losing the benefits of collaboration. Fig. 3 shows how to process the queued publications and Fig. 4 shows points gained by an administrator after several entries. Editors can revert to any previous revision in case there is need (Fig. 5).

We allowed the researchers to share and discover academic literature without worrying about inaccurate bib-
liographic data. They can discover what the warm topics are in the research field and what is significant to other researchers by viewing what other researchers read and tag. Hence, they can know the related researchers with similar interest that they can network with. Social collaboration is also important for papers that are not available electronically for various reasons and may loss their presence in the research community.

**Social Tagging**

Del.icio.us and Digg are of the best and fastest growing social bookmarking sites that use a folksonomy tagging. However, inaccurate and misleading tags are common in such open environments, which cannot be accepted in research communities. This is a classic Web 2.0 problem: it’s hard to aggregate the wisdom of the crowd without aggregating their inexperience or madness as well (Torkington, N. 2006).

We prevent these effects by using social tagging with light moderation and users privileges upgrading. This provides us with a better quality tags than we would get if we just accepted all the beginners’ tags; these users may want to contribute to the scholarly community initially but may loss their interest later on. We allowed the users to create their own tags and reuse the previously entered tags by tags or other users using the AJAX technology, which allowed us to provide auto-complete tags in real time.

**Social review and comments**

There are different types of comments: approving, disapproving, or just summarizing the resource. We implemented a feedback environment to build an active online research community. It provides social reviews and comments from the users where the authors can interact with and answer their questions.

**Multilanguage Capability**

As digital libraries expand their audience and content scope, there is an increasing need for resources and access tools to those resources in a variety of languages (Larson, R.R. et al., 2002). Even for polyglot users, there is a preference to use maternal language interfaces in order to accelerate searching and browsing process, preferring the language of the interface to match the language of the content as well (Keegan, T. and Cunningham, S., 2008). Hence, the CP international scope requires the inclusion of content and system functionalities in multiple languages. Based on the statements presented, we provided a translation capability for interface elements.
(localization) and for content (internationalization). We analyzed different translation strategies such as using Web content (Wang, J. et al., 2004), documents in multiple languages (Nie, J.Y. et al., 1999), and some available APIs. After testing common searching phrases and sample texts in our content domain in three different languages (English, Spanish, and Arabic), we decided to use the Google AJAX Language API because of its detection and translation capabilities.

Users can choose the preferred available language at any moment while using the system. This choice will translate the interface to that language and would select only the content with that language. Bibliographic data can be entered in a language and then translated to a new language or linked to an existing bibliographic data or publications in other languages (Fig. 6). Users’ comments and annotations can be translated to other languages, allowing users to comment and discuss in their preferred language (Fig. 7). The testing outcomes showed us acceptable translation results.

**Ranking**

Bibliography ranking has been used as a way to give users a confident Top-N resource from the searching results. A normal user only reads the first, second, or third page of results. Citations and references have been used as a way to rank bibliography resources (Larse, B. et al., 2002, Larse, B. et al., 2006, Yang, K. et al. 2007). Citation-based methods deal with complex issues such as biased or self-citations, hard to detect positive or negative citations, multiple citations formats difficult to handle by computer programs, unfair consideration of new papers, venues not considered. (Yan, S., et al. 2007) propose a seed-based measure (considering top-venues and venues’ authors relevance) and the browsing-based measure (considers user’s behavior) to rank academic venues. However, the authors-seed needs to be updated frequently to reconsider new relevant authors. We used a hybrid approach. We allowed the users with higher ranking to rate the publications and retrieve the publications that got a vast amount of approved reviews and comments since that would mean that they are hot topics.
Discussion and Future work

Our initial experimental results indicate that using an online social collaboration would improve the quality, quantity and usage of scholarly bibliography. Furthermore, it would help in building bridges among the international researchers and facilitate scholarly collaboration.

We intend to automate some portions of the moderating process and evaluate the reviews and comments (positive or negative) by identifying and interpreting annotations patterns and semantic to give some relevance weight to each source which would help also in the ranking.
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This paper presents LORE (Literature Object Re-use and Exchange), a light-weight tool designed to enable scholars and teachers of literature to author, edit and publish OAI-ORE-compliant compound information objects that encapsulate related digital resources and bibliographic records. LORE provides a graphical user interface for creating, labelling and visualizing typed relationships between individual objects using terms from a bibliographic ontology based on the IFLA FRBR. After creating a compound object, users can attach metadata and publish it to a repository as an RDF graph, where it can be searched, retrieved, edited and re-used by others. LORE has been developed in the context of the Australian Literature Resource project (AustLit) and hence focuses on compound objects for teaching and research within the Australian literature studies community.

1. Introduction and Objectives
Within the discipline of literature research and teaching, the ability to relate disparate digital resources in a standardized, machine-readable format has the potential to add significant value to distributed collections of literary resources. Such compound objects can be used to track the lineage of derivative works which are based on a common concept, to relate objects around a common theme, or to encapsulate related digital resources for teaching purposes. For example, one might want to relate the original edition of *Follow the Rabbit-Proof Fence* to the illustrated edition, a radio recording and a digital version of the film – and to retrieve and present these resources, with their relationships visualized, regardless of their location. Our objective is to provide a software tool to enable such encapsulation and subsequent re-use and visualization, by building on the efforts of two previous digital library initiatives:

- The IFLA Functional Requirements for Bibliographic Records (IFLA, 1998)
FRBR is a recommendation of the International Federation of Library Associations and Institutions (IFLA) to restructure catalogue databases to reflect the conceptual structure of information resources. It uses an entity-relationship model of metadata for bibliographic resources that supports four levels of representation: work, expression, manifestation and item. It also supports three groups of entities: products of intellectual or artistic endeavour (publications); entities responsible for intellectual or artistic content (a person or organisation); and entities that serve as subjects of intellectual or artistic endeavour (concept, object, event, and place).

The Open Archives Initiative Object Reuse and Exchange (OAI-ORE) is an international collaborative initiative, focusing on a framework for the exchange of information about Digital Objects between cooperating repositories, registries and services. OAI-ORE aims to support the creation, management and dissemination of the new forms of composite digital resources being produced by eResearch and to make the information within these objects discoverable, machine-readable, interoperable and reusable. Named Graphs (Jeremy, 2005) are endorsed by the OAI-ORE initiative as a means of publishing compound digital objects that clearly state their logical boundaries (Lagoze et al, 2007). They do this in a way that is discipline-independent, but that also provides hooks to include rich semantics, metadata, ontologies and rules. Our hypothesis is that OAI-ORE Named Graphs provide the ideal mechanism for representing literary compound objects that encapsulate the entities and relationships expressed by the IFLA FRBR.

To test this hypothesis, we are working with the Australian literature studies community through AustLit. AustLit is a non-profit collaboration between the National Library of Australia and twelve Universities. It provides the peak resource of bibliographic data for scholars undertaking research into Australian literary heritage and print culture history. The AustLit data model is also based on the IFLA FRBR (Kilner, 2005), making it ideal for evaluating LORE. Hence our core aims are to provide easy-to-use tools that can be seamlessly integrated within existing research practices through the AustLit Web Portal and that enable:

- the publishing of compound objects in open access repositories so they can be readily shared and reused;
- the easy discovery and re-use of these compound objects through the attachment of simple metadata;
- the visualization of complex relationships between literary resources (including the lineage of derived intellectual products) through intuitive graphical user interfaces.

2. Related Work
A number of previous efforts have applied OAI-ORE to specific scientific disciplines to encapsulate experimental data and results. These include: FORSITE (2008), eChemistry (Van Noorden, 2008), UIUC (Cole, 2008) and SCOPE (Cheung et al, 2007). Although CULTOS (2003) uses RDF to represent multimedia and hypertext presentations for e-Humanities applications, it does not combine OAI-ORE and IFLA-FRBR to capture or label the precise relationships between entities. Also relevant is an overview of previous implementations and applications of IFLA FRBR, provided by Babeu (2008). A significant past focus of e-Humanities tools development has been on scholarly mark-up and annotation tools to attach interpretations to individual objects or parts of objects (e.g., paragraphs within an article). LORE takes the annotation paradigm a step further, enabling authors to annotate links between multiple resources with tags from an ontology.

3. Implementation and User Interface
LORE is implemented as a Mozilla Firefox extension using AJAX. The LORE tool stores and queries Named Graphs representing compound objects via web services on a Sesame 2 or Fedora repository. The types for intra-aggregation relationships as well as metadata terms for aggregated objects are specified via an OWL ontology, which is configured at start-up. Through examining all of the topic types and relationships from the AustLit database, we developed an OWL ontology which is based on IFLA FRBR, but extended to support additional relationships (e.g., between people).

Fig. 1. Compound object editing interface
LORE’s editing interface displays OAI-ORE resource maps in a graphical form, as shown in Figure 1, as well as RDF/XML. In the graphical view, nodes represent the resources aggregated within the resource map and arcs represent typed relationships between them. Each graphical node contains an interactive preview of the resource that it represents, which can be collapsed to conserve screen space or resized to display more content. This allows users to view and interact with aggregated resources directly from within LORE rather than having to load them individually in the browser. Clicking on a node’s identifier loads the resource in the top browser window.

Metadata about the OAI-ORE resource map, aggregation, and aggregated resources is displayed and can be added to or edited via the Properties panel on the bottom right-hand-side. The metadata terms that may be specified are those from OAI-ORE, Dublin Core (DC, 2008), DCMI Metadata Terms (DCMI, 2008), selected terms from FOAF (FOAF, 2007), and, datatype properties from the domain ontology. Relationship types are indicated by labels on the arcs, and can be changed by editing the properties or by selecting from the arc context menu, which is populated by the object properties from the domain ontology.

New resources to be added to the resource map are discovered via the main browser window. Clicking on the OAI-ORE logo in the status bar toggles the editor’s visibility, so that the full window can be used for resource discovery, whilst the resource map being constructed remains accessible throughout the browsing session. A resource loaded in the browser can be added to the resource map via context menus or LORE’s toolbar. The toolbar provides options for saving and loading compound objects stored in the RDF repository specified in the user preferences. Resource maps can also be discovered and loaded via the Browse/Search panel.

4. Discussion and Conclusions

The AustLit researchers with whom we have been collaborating have been overwhelmingly enthusiastic about this work. They particularly liked the interactive node previews, the direct integration of the editor with the browser and the ease with which they could customize the relationship types and metadata supported by the editor. They would like to see additional arc visualizations such as line decorators, arrows and colours or line styles to distinguish relationships, as well as support for bi-directional relationships.

Objects can be added to a compound object in the LORE editor if they can be loaded in the web browser. However, this approach does not handle URIs identifying non-information resources well, and issues arise with non-persistent URLs and with identifying objects that exist within institutional repositories using local identifiers.

Because the IFLA FRBR is complex, it may be difficult for a literary scholar to apply appropriate metadata terms and relationship types from the ontology to relate resources. Strategies for addressing this issue could include adding more semantic checks to the UI to assist users in applying the ontology terms, or tailoring the domain ontologies based on community needs and understanding.

The on-going development and evaluation of LORE in the context of AustLit will provide an essential component of the cyber-infrastructure requirements of the Australian literary studies community, as well as literary scholars globally.
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Gobineau and Tocqueville: The Curious Case of the Medical Metaphor in Corpus Stylistics
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Corpus stylistics and statistical analysis of keywords can have a voice in a growing debate about the literary effect of metaphor between two nineteenth-century authors who also served as French government officials: Arthur de Gobineau (1816-1882) and Alexis de Tocqueville (1805-1859). In his prize-winning biography on Tocqueville, Hugh Brogan recently highlighted an aggressive response made 150 years before by the esteemed literary statesman to his former chief of staff. Tocqueville, Brogan argues, disagreed “...entirely with Gobineau’s immoral ideas about human decadence” (592) and miscegeny, particularly as expressed in the latter’s *L’Essai sur l’inégalité des races humaines*, whose first two volumes Tocqueville had read. In his defense, Gobineau, at that point a diplomat in France’s Foreign Service, replied that, “he was no more immoral than a doctor who tells his patient that his disease is mortal” (592). Brogan then cites, in his own translation, a key paragraph from the published correspondence of July 30, 1856, from Tocqueville to Gobineau:

I reply that if the act is not immoral in itself, it can only produce immoral or pernicious consequences. If my doctor came to me one morning to say, ‘My dear sir, I have the honour to announce that you have a mortal illness, and as it affects your very constitution, I have the advantage of being able to add that there is absolutely no chance of saving you in any way.’ I would first be tempted to knock the fellow down. (592)

To Tocqueville’s follow-up thought that he would then hide under the blanket or perhaps, like Boccaccio’s characters during the plague in Florence, indulge his whims or perhaps prepare himself for the afterlife before the inevitable occurred, Brogan adds a provocative footnote: “It might be interesting to know exactly when AT [Alexis de Tocqueville] read Gobineau’s latest volumes. In the Foreword to the *Ancien Régime* he compares himself to a physician (OC II i 73)” (592).

With so much of Tocqueville’s and Gobineau’s literary and historical work online in the ARTFL database, corpus stylistics and statistical analysis may have something to offer our research on the vocabulary of Tocqueville’s
striking reply of July 1856, compared to the wording in his foreword to *L’Ancien régime et la révolution*. The first two volumes of Gobineau’s *Essai* had been already published in the summer of 1853. The first two occurrences of médecin(s), both in the first two volumes released, and the fourth, in the last two volumes (1855) to which Brogan refers as “Gobineau’s latest volumes,” are simply part of a list of professions. The third, however, occurs in a discussion of Plato. Gobineau explains that either because of status attributable to his birth or because of circumstances, Plato finds himself in charge. Unfortunately, horrified by Athen’s problems and hesitant to undertake any mission that might worsen them, Plato remains powerless to act. “Such people,” Gobineau opines, “are doctors, not surgeons and, like Epaminondas and Philopoemen, they cover themselves in glory without fixing anything” (my translation). And so it would seem that doctors may be good only for diagnosing problems, not repairing the damage. Indeed, Gobineau had written to Tocqueville on March 20, 1856, “I am no more an assassin than the doctor who says that the end is near. I’m wrong or I’m right.” All written in relatively close chronological succession, Gobineau’s thoughts seem to imply that he is like Plato and like a doctor, intelligent enough to see the errors of mankind’s ways, able to speak up to diagnose the ills, but powerless to solve any of them. How inconvenient! Explaining away any curative or corrective abilities that doctors may have is a false premise, perhaps appealing to a minority of popular complaints, and seems to serve as justification for the supposedly perceptive Gobineau to throw his thoughts seem to imply that he is like Plato and like a doctor, intelligent enough to see the errors of mankind’s ways, able to speak up to diagnose the ills, but powerless to solve any of them. How inconvenient! Explaining away any curative or corrective abilities that doctors may have is a false premise, perhaps appealing to a minority of popular complaints, and seems to serve as justification for the supposedly perceptive Gobineau to throw his hands in the air. Tocqueville, however, remains hopeful, despite the ill health that has been plaguing him for years: “I add that physicians, like the philosophers, are often wrong in their predictions, and I have seen more than one man condemned by them carrying himself quite well later while resenting the doctor who had needlessly frightened and discouraged him.”

Research on the delivery patterns of letters between Gobineau and Tocqueville indicates the probability that enough time existed for Gobineau’s letter of March 20, 1856, sent by diplomatic post from Teheran, to reach Tocqueville in Paris before the final weeks in May and the first two weeks in early June when he wrote or revised, respectively, the foreword to *L’Ancien régime* (see Gannett, p. 144). Tocqueville’s work was not published until June 16, 1856 (see http://classiques.uqac.ca/classiques/De_tocqueville_alexis/ancien_regime/An-cien_regime.pdf).

“I therefore admit that in studying our former society in each of its parts, I have never entirely lost the new one from sight. I have not only wanted to see to what ill-ness the patient had succumbed, but how he could have avoided dying. I have done as those doctors who, for each exhausted organ, try to surprise the laws of life. My goal has been to paint a picture that would be exact and that at the same time could be instructive” (my translation).

(“J’avoue donc qu’en étudiant notre ancienne société dans chacune de ses parties, je n’ai jamais perdu entièrement de vue la nouvelle. Je n’ai pas seulement voulu voir à quel mal le malade avait succombé, mais comment il aurait pu ne pas mourir. J’ai fait comme ces médecins qui, dans chaque organe éteint, essayent de surprendre les lois de la vie. Mon but a été de faire un tableau qui fût strictement exact, et qui, en même temps, pût être instructif.”)

One might wonder whether Tocqueville’s delicate health and Gobineau’s repugnant preference for partitioned racial types as a way to stabilize mankind’s existence might have led to added references to doctors and related terms. Judging by the data in the ARTFL FRANTEXT database, the entire exchange described above is, on the contrary, quite uncommon for these two authors as individuals. Tocqueville’s use of the combination or cluster médecin(s)-vie(s)-organe(s) in the foreword of *L’Ancien régime* is one of only seven such clusters within the same sentence over the entire FRANTEXT database, from the early 1600’s through 1992 in the 2,540 documents searched. And two of these seven were purely medically oriented.

The z-scores in Figure 1 suggest at least two somewhat surprising interpretations. First, Tocqueville, rather than Gobineau, seems to have the more medically oriented attitude toward politics and civilization. The z-score of +4.23 in Tocqueville’s correspondence is statistically significant in its positive rate whereas Gobineau’s rate of -2.25 is an inverse correlate, significantly negative. Second, the use of the lemma médecin in Tocqueville’s Ancien régime, during whose writing he became increasingly ill with tuberculosis, is also negatively significant. This fact heightens the value of the cluster doctor(s)-life/lives-organ(s) (médecin(s)-vie(s)-organe(s)) described above. Returning to the original observation by Hugh Brogan, one might suppose that he and perhaps others who are scholars or otherwise frequent readers of Tocqueville’s work are likely to be even more impressed by the physician/doctor metaphor. While the use of médecin(s) in *L’Ancien régime* does not attract attention for repetition compared to the norm of the quarter century, it certainly does for cognitive and statistical reasons in Tocqueville’s and Gobineau’s œuvres. The bas-relief of the word’s rarity in this work moves the
word and its word cluster to the forefront, particularly in a foreword. Coupled with time and opportunity, it indeed seems likely that Tocqueville had a rebuttal to Gobineau on his mind as he penned the avant-propos shortly before his own father’s death. It is no coincidence that in the next sentence after the medical metaphor, he writes of fathers, male virtues (“vertus mâles”), and faith in a cause as well as in ourselves, “la foi en nous-mêmes et dans une cause.”

<table>
<thead>
<tr>
<th>Author/Period</th>
<th>Rate per 100,000 words</th>
<th>Z-score based on the 1850-1874 norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gobineau*</td>
<td>4.9</td>
<td>(4.9-10.5) / \sqrt{10.5} = 1.73</td>
</tr>
<tr>
<td>Tocqueville*</td>
<td>9.1</td>
<td>-0.43</td>
</tr>
<tr>
<td>1825-1849</td>
<td>12.1**</td>
<td>+0.49</td>
</tr>
<tr>
<td>1850-1874</td>
<td>10.5</td>
<td>------</td>
</tr>
<tr>
<td>Essai (Gobineau)</td>
<td>9</td>
<td>-0.46</td>
</tr>
<tr>
<td>Correspondance G.*</td>
<td>3.2</td>
<td>-2.25</td>
</tr>
<tr>
<td>Correspondance T.*</td>
<td>24.2</td>
<td>+4.25</td>
</tr>
<tr>
<td>Ancien Régime (T.)</td>
<td>2.5</td>
<td>-2.47</td>
</tr>
</tbody>
</table>

* A small amount of the correspondence dates from 1843-1849. The rates for their correspondence with each other are indeed divided by author, an advantage of ARTFL.
** Highest in ARTFL database of all quarter-century rates for the médecin(s) entries.
Abbreviations: G = Gobineau T. = Tocqueville

Figure 1. Norms for the lemma médecin(s) (“doctor/s”) in the ARTFL database
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Invoking a theoretical framework situated at the intersection of humanistic accounts of social identity construction, cognition linguistics research, and digital media technologies, the Advanced Identity Representation (AIR) Project develops theory and technology for users to represent complex, dynamic social identities in digital media such as virtual worlds and social networking sites. Here, we primarily present DefineMe – Chimera, a social networking application that uses a dynamic system of categorization and allows users to define each other through metaphorical projection. DefineMe is grounded in an interdisciplinary approach that articulates the shared socio-cognitive substrates beneath user representations ranging from user created profiles on social networking sites to avatars in virtual worlds. Secondarily, we present Identity Share, a social networking project developed using the DefineMe database structure that allows users to define identity categories, share profiles, and anonymously follow each other’s web searching paths. The result of the projects is an early articulation of a spectrum of new user identity representations with foci upon group membership, utilization/creation of boundary infrastructures (Bowker & Star 1999; Lave & Wenger 1991), along with cognitive models of metonymy, metaphor, and visual imagery. (Hutchins 1996; Lakoff 1987)

1. Introduction
The Advanced Identity Representation (AIR) Project is the name given to the research endeavor in Fox Harrell’s Imagination, Computation, and Expression (ICE) Lab/Studio investigating technology and theory to enable digital experiences that engage a richer range of social identity experiences than those found now in social networking, gaming, and virtual worlds software. We present DefineMe – Chimera and Identity Share as early steps toward this end. DefineMe – Chimera is a social networking application with a novel database system and a front-end Facebook web application. Users can label each other using self-defined predicates expressing their metaphorical similarities to various animals. These descriptions are used as a basis to construct and reconfigure categories on-the-fly as the database grows and to present chimera-like avatar characters to represent the user as composites of various iconic animal graphics. Though this project develops a whimsical, metaphorical model of user representation, the theoretical and technical underpinnings address issues such as coconstruction of identity categories between individuals, marginalization and centrality within identity categories, and the imaginative nature of identity in race, ethnicity, and gender critical contexts.

Fig. 1 Metaphorical animal blend avatars potentially generated by DefineMe – Chimera

As a second step toward enabling a new genre of digital media identity experiences, we present Identity Share, a critical web-based application that offers a balance between allowing users to author profiles with both self-defined and normative social categories, at the same time as allowing users to specify the relative importance of particular categories. Identity Share allows users to anonymously give others permission to follow their web searches, view their wishlists with various websites, and leave comments on their experiences of “(web)walking in another’s shoes.” The goal is not to connect users as
friends, but rather to allow users to have the uncanny ex-
perience of viewing and sharing aspects of each others’
needs, values, and desires. Together, DefineMe: Chimera
and Identity Share exemplify early prototypes of the di-
rection that AIR Project systems may take in tackling
social identity phenomena in the future.

2. Theoretical Framework
The AIR Project draws on a hybrid approach to issues
of categorization and classification. Central influential
theories important to the AIR Framework are described
below.

2.1 Cognitive Categorization, Metaphor, and Blending
The AIR approach has some of its roots in grounded in
cognitive science theory (Lakoff 1987) which asserts that
categorization is a matter of both human experience
and imagination. George Lakoff’s work in this area over
two decades ago is well known and influential, yet to
our knowledge it is a thread that has been underdevel-
oped with respect to issues of social identity construc-
tion in the critical modes robustly developed in cultural
studies with the humanities, especially this approach has
not been significantly applied to cases of digital iden-
tity representation (an exciting exception being the work
of Otto Santa Ana on metaphorical bias in Brown Tide
Rising (Santa Ana 2002)). Cognitive science research re-
veals categories as being (1) based on “the same neural
and cognitive mechanisms that allow us to perceive and
move around” (Lakoff & Johnson 1999), (2) distributed
across members of a social group, external artifacts, and
even time (Hutchins 1996, 2000), and (3) always situ-
atured, that are based on standard, static classification
systems, the socially and self-perception and the disruptive
movement between or misapplication of categories, es-
pecially for people labeled as “black” or “colored,” in
apartheid South Africa. The gap between self (or local
community-based) definition of an individual’s place in
a classification system and hegemonically imposed defi-
nition of classifications, and disarming the negative
results often arising from such phenomena, is a central to
the critique performed by the systems highlighted in this
paper. As opposed to computational identity applications
that are based on standard, static classification systems,
developed in this project. Various computational identity
applications such as social networking sites, avatar cre-
ation systems for virtual worlds, and games are imple-
mented using a limited and often overlapping set of tech-
niques. Fig. 2 describes, at a high level, the components
that comprise the majority of widely used computational
identity technologies (Harrell 2008b).

3. The AIR Framework
Based upon the cognitive and infrastructural approach
above, and previous work in imaginative computational
discourse and identity construction (Harrell 2007, 2008a), a brief summary of key aspects of the AIR Proj-
ect’s new constructs for implementing and analyzing
computational identity follows.

3.1 Shared Technical
Underpinnings of Identity Applications
A technical infrastructure-oriented means to compare
computational identities is the first pillar the approach
developed in this project. Various computational identity
applications such as social networking sites, avatar cre-
nation systems for virtual worlds, and games are imple-
mented using a limited and often overlapping set of tech-
niques. Fig. 2 describes, at a high level, the components
that comprise the majority of widely used computational
identity technologies (Harrell 2008b).

The six components in Fig. 2 that commonly form the
basis for avatar/character/profile construction can en-
able dynamic and contingent models of social identity in digital environments as described in (Gee 2003). Understanding the reciprocities and overlaps between the technical means by which users stage their identities across digital media forms can enable more powerful customizability and cross-community communication facility in social identity systems.

3.2 Cognitively Grounded Model of Computational Identity
The cognitively grounded model of computational identity of the AIR Project is summarized in Fig. 3. It forms the second pillar of our approach.

Our digital identity models serve to critique infrastructures of social classification that can, unfortunately, often serve to reify naïve models of identity, and which do no capture the dynamic, constructive, and enacted identity phenomena encountered in everyday experience. This model is an analytical construct used to help to understand the interplay between underlying infrastructures, such as the technical underpinning described above, and the subjective interpretation of digital identities. The utility of the model is that we can identify where schisms exist between a technical structure (e.g., a data structure specifying a player character as a string called a “priest” and an associated “heal” procedure that allows addition to an integer called “hit points) and a real world idealized cognitive model as encoded in a classification infrastructure such as “occupation description” (e.g., the description of a priest perhaps as either someone versed in a metaphysical body of knowledge or as merely the facilitator of a particular type of institution). We can then construct new infrastructures, using techniques such as suggested in the AIR Project, that more closely align these structures and models in order to construct the hybrid of computationally afforded identities and real-world identities that James Gee calls the “projected identity” as shown in cognitively grounded AIR model (e.g., a player taking on the role of a priest in a computer role-playing game and trying to be helpful and supportive to her or his friends). The key here is that our understanding of both computational structures and the ways that users interpret them is based in imaginative cognition processes such as conceptual categorization and blending.

4. DefineMe – Chimera: A Critical Identity Construction Social Networking Application
The first system constructed using the AIR theoretical framework is a Facebook application entitled DefineMe, the first version of which is called Chimera. Specifically, we implement aspects of Lakoff’s metonymic idealized cognitive models for categorization to allow users to co-construct their own and others’ avatars as boundary objects. (Lakoff 1987) The premise behind DefineMe is to allow users to define each others’ avatars using both commonplace and abstract metaphors. Users can append metadata to other peoples’ profiles to drive dynamic generation of avatar images. The initial content domain consists of animal metaphors that can be mixed-and-matched algorithmically. Animal metaphors are potent entrenched metaphors for human personality. (Turner 1996) (e.g., sneaky weasels or docile sheep), however this animal metaphor-based version is only an initial experiment. The model extends to more directly socially engaged categories such as social scenes, fashions, or movements.

The DefineMe database is designed to be lightweight, dynamic, and extensible, while implementing categorical relationships between members. When comparing profiles, DefineMe is designed to match lexical items and
logical relations directly, or it can compare the structures of profiles following insights from the analagical struc-
ture-mapping engine (SME) developed by Ken Forbus et. al. (Forbus 2001; Gentner 1983) The DefineMe – Chi-
mera application reported on here focuses on creating
metaphorical projections as described above. The Defi-
neMe database relies on tags to create additional descrip-
tors for each category or member. For instance, one user
could describe her friend as a ‘lion’ (which would be the
member) because she is ‘strong’ (which is the tag). An-
other user could add an additional tag, stating that she is
a ‘lion’ because she is ‘carnivorous.’ These tags can com-
prise vertical parent-child links (e.g. a ‘lion’ is-an ‘ani-
mal’) or horizontal implicit links (e.g. in another user’s
profile a ‘lion’ is-an ‘Ethiopian symbol,’ yet the system
may still create a category linked by the concept ‘lion’).
The fact that users define other users has the potential to
both entertain and agitate, regardless it allows for critical
inquiry into the phenomena echoing real-world labeling.

5. Identity Share: A Critical Identity
Construction Social Networking
Application
Identity Share, a social networking site for “non-friends,”
and Daniel Upton’s MS thesis project in Digital Media,
is also developed under the umbrella of the AIR proj-
ect. The system allows for social networking by provid-
ing users with facilities to construct profiles, follow and
comment upon other users, and perform game-like tasks
that encourage users to consider exploring both like and
different profiles of others. Identity Share offers a novel
means of self-representation based upon open-ended cat-
egories and tags. Standard profile models that typically
include normative categories such as name, age, gender,
location, and race are replaced with a customizable list
that exists as a database, growing as more categories are
added. Database consistency is maintained by giving us-
ers typeahead functionality when adding custom catego-
ries and by presenting existing categories in order from
most common to least common. The database structure is
based upon the same layout used by DefineMe – Chi-
mera. Users can select which categories are most important
to them by indicating that they are primary to the user
using checkboxes. By allowing for primary selection
of categories, we consider the system to implementing
centrality phenomena from the cognitive science theory
above, i.e., “the idea that some members of a category
may be ‘better examples’ of that category than others,”
to a users profile. (Lakoff 1987) This means that a user’s
profile, as a collection of categories that define a user,
is no longer viewed as just a set of static characteristics
that are true about this user, but rather as a complex set of
characteristics where some may be “truer” or more defi-
ential to the user’s self-conception. To take this even
further, in a future implementation Identity Share could
offer a ranking system for each category, thereby not
only providing centrality, but a centrality gradience, “the
idea that members (or sub-categories) which are clearly
within the category boundaries may still be more or less
central.” (Lakoff 1987) This offers a new dynamic to so-
cial network profiling that doesn’t currently exist on the
popular social networking sites.

6. Ethical and Humanistic Implications
When social stakes are low, many people are inclined to
reveal their baser selves. Indeed, in a project such as De-
fineMe – Chimera the potential for using the system to
ridicule is quite apparent. Likewise, the ability to anony-
mously follow users’ web usage experiences in Identity
Share offers a potential that may seem to verge on the
voyeuristic. Yet, these potentially disempowering uses
are not seen as drawbacks of the systems. Each system is considered to be a culturally situated critical intervention, rather than a usability oriented productive application. In bringing to light more nuanced and imaginative identity phenomena, such as potential ostracism, prejudicial exoticizing of the other, or unflattering labeling, we hope to also provide the potential to disempower such phenomena through dialogic engagement. These systems can be considered cultural productions, or digital media art projects, in the sense that they are provocative cultural interventions situated in an environment increasingly encroached upon by hegemonically enforced, often corporate, models of user identity. As such, the systems succeed only to the degree that they engage users as evocative systems, inspire critical thought, and are construed as adequate for capturing personalities using archetypical avatars or conjure the sensation of experiencing the web through another’s eyes. Beyond this, however, we see the systems as prototypes that suggest directions that could enhance the expressive and empowering potentials of productive, utilitarian, or commercial systems such as computer games and popular social networking sites with features such as self-definition of categories and deployment of imaginative metaphor.

Despite our provocative and critical interventionist stance, the systems are engineered to mitigate against abuse, and certainly distress of users is not our goal. Looking at the two systems consecutively, mitigating factors designed into the systems are as follows:

**DefineMe: Chimera Design Factors**

1. Users are only allowed to tag their Facebook “friends” who have added the application.
2. Users have access to a limited database of animal-types.
3. Users must “opt-in” in order to receive a generated avatar.
4. Users can “opt-out” at any time.
5. Users’ database entries can be edited by moderators.
6. Users have access to only a limited format for tagging each other.
7. Users can delete entries on their profiles that others have created.

Together, we believe that these factors strongly help to avoid the system’s potential to be applied in an overly negative manner. It is a contract between friends to sign up for potential compliments, teasing, and, we believe, self and social insight. Ultimately, DefineMe – Chimera is intended to present users with a controlled experience of torqued identity. The fractured identity of a monstrous chimerical representation is then, an accurate reflection of the limitations of applying modular and discrete classifications to a real world biography.

Regarding Identity Share, mitigating design factors implemented include the following:

**Identity Share Design Factors**

1. Users can create their own self-classifications.
2. Users can select which classifications are important to them.
3. Users can avoid or utilize normative categories such as gender or occupation.
4. Users can allow or disallow the system’s tracking of their web visitation paths at will.
5. Users’ real world identities are kept anonymous.
6. Users’ perceived affordances to communicate with one another are highly restricted.

7. Users have full control to delete any of their data in the system.

These factors were developed over the course of iterative refinement of the project based on informal user feedback (mainly via open-ended interviews). The greatest challenge with the system was to allow for user generated categories while also pruning sparsely used and idiosyncratic database elements. A second challenge regarding anonymity and privacy is addressed by careful controls such as articulated above, and by providing quite clear and prominent information on the nature of the site. Quite contrary to being a site to allow people to “spy” on others, it is an “opt-in” site oriented toward users with a desire to share their personal styles, definitions, and web behaviors with one another. Finally, it is a system that is proposed as a balance between the limited and discrete, yet highly modular and structured, information structures provided by digital media and the continuous and transient, yet not computationally amenable, phenomena of identity as shared in the real world.

7. Conclusion
The AIR Project examines the humanistic implications of emerging technologies by seriously considering the cultural effects of user identity within current digital media and the shared sociocognitive foundations that ground their construction. Following various accounts describing the procedural nature of the computational medium (Manovich 2001; Murray 1997), the AIR Project looks at the underlying data structures and algorithms and how they implement cultural identity effects, and posits a technical framework for more deeply engaging identity semantics of classification and categorization. Technologies for implementing socially empowering or expressively critical and transformative experiences are necessary to create experiences to engage real identity social phenomena that lie at the center of so many of our political debates and rich critical fictions.
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The recent initiative of the US NEH on supercomputing [1] is just one sign that there is a growing interest in the use of highly parallel processing in the humanities. This comes as no surprise if one considers that all over the world, governments and funding bodies are investing heavily in digitization of cultural heritage and humanities research resources. At the same time, the 21st century sciences are demanding an infrastructure to support their advanced computational needs; the computational infrastructure to distribute and process the results from the Large Hadron Collider is just one example. Humanities researchers have therefore begun to investigate these infrastructures to find out whether they can be used to help analyse the extensive, newly available online resources.

We offer an example of such an infrastructure based on High Throughput Computing (HTC). HTC differs from High Performance Computing (HPC), in that the latter relies on hardware specifically designed with performance in mind, whereas the former typically uses multiple instances of more standard computers to accomplish a single computational task. The de facto standard HTC implementation is the Condor Toolkit, developed by the University of Wisconsin-Madison (http://www.cs.wisc.edu/condor). Condor can integrate both dedicated computational clusters and standard desktop machines into one computational resource.
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HiTHeR infrastructure - Case Study

Automatic textual processing is relatively well researched and can rely on a large range of specialised algorithms and data structures to process textual data. In the digital humanities, many of these algorithms have been tried on complex historical or linguistic collections. Language modelling, vector space analysis, support vector machines or LSI are only some of the machine learning approaches that have attracted growing interest in the digital humanities. In the HiTHeR project, we focused on relatively simple processing, which nevertheless has proven to be highly useful to many humanities research institutions. A recent study in the ICT needs of humanities researchers [2] found out that text analysis tools and services are still generating most interest among humanities researchers. Among these text analysis tools, the comparison of 2 or more texts was seen as the most useful tools. Such tools help with many textual studies activities from the comparison of different versions of texts to finding texts about the same topic in large textual collections. Such comparisons may rely on stable algorithms but are often costly in terms of the computational resources needed, as each document in a collection needs to be compared to all other documents in the collection. Also, the digital textual resources processed are often 'dirty', containing a high proportion of transcription errors, because of the problems of digitising older, irregular print. This leads to further increases in computational size and complexity, as more advanced methods are needed to reduce the “noise” from the OCR processes. Overcoming the complexities of machine based learning in the humanities, was therefore recognized quite early as a use case for an advanced computational infrastructure.

The corpus used for the HiTHeR case study is the Nineteenth Century Serials Edition (http://www.ucse.ac.uk/), which contains circa 430,000 articles that originally appeared in roughly 3,500 issues of six 19th Century periodicals. Published over a span of 84 years, materials within the corpus exist in numbered editions, and include supplements, wrapper materials and visual elements. Currently, the corpus is explored by means of a keyword classification, derived by a combination of manual and automated techniques. A key challenge in creating a digital system for managing such a corpus is to develop appropriate and innovative tools that will assist scholars in finding materials that support their research, while at the same time stimulating and enabling innovative approaches to the material. One goal would be to create a “semantic view” that would allow users of the resource to find information more intuitively. However, the advanced automated methods that could help to create such a semantic view require greater processing power that is available in standard environments. Prior to the current case study, we were using a simple document similarity index to allow journals of similar contents to be represented next to each other. The program used the lingpipe (http://alias-i.com/lingpipe/) software to calculate similarity measures for articles based on frequen-
cies of character n-grams within the corpus. A character n-gram is any subsequence of n well defined characters. Initial benchmarks on a stand-alone server allowed us to conclude that, assuming the test set was representative, a complete set of comparisons for the corpus would take more than 1,000 years. Consequently, we ran a sequence of systematic experiments, carrying out different text analysis of the selected corpus, to provide benchmarks for the throughput improvements provided by the grid environment. The detailed results will be presented in the presentation.

In the experiments, we have set up an institutional CampusGrid using Condor at King’s College London on spare servers and desktops (in use during the day) within 2 departments. No new hardware had to be bought. We than ran several text mining algorithms on a subset of the data (the “English Women’s Journal”—which has the highest OCR quality) which have been adapted locally so that parts of the code can be run in parallel. This has reduced the processing time from a few days to a few hours.

To conclude: One driver of the project is the NCSE corpus, for which the project addresses a genuine research need to be able to create new semantic views on textual resources automatically. But, more widely than this, we see the project as an opportunity to start building the e-infrastructure required to support humanities research that has complex (or simply large) computational requirements.
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MAPS: Manuscript map Annotation and Presentation System
Linking formal ontologies with social tagging to (re-)construct relationships between manuscript maps and contextual documents

Charles van den Heuvel
Virtual Knowledge Studio for Humanities and Social Sciences
charles.vandenheuvel@vks.knaw.nl

Introduction
The proposed paper describes a pilot entitled MAPS of the Virtual Knowledge Studio for the Humanities and Social Sciences (VKS) of the Royal Netherlands Academy of Arts and Sciences (KNAW), the Dutch National Archives, Leiden University Library and the Department of Information and Computing Sciences of Utrecht University intended to disclose manuscript map collections in the Netherlands and potentially abroad for individual and institutional research in the humanities. The research is embedded in the Spatial/GIS lab of a digital humanities collaboration of institutes of the Royal Academy, the so-called “Alfa-Lab” that started in March 2009.

It builds upon research and existing “draw over image” software, developed within the context of the Paper and Virtual Cities project, a collaboration between the University Groningen and the Virtual Knowledge Studio. MAPS provides a system in which users reconstruct historical contexts by means of annotations and bottom-up geo-references, here called “spatial tags” complementary to the formal ontology based Encoded Archival Description standard. In a technological sense this implies the interoperability between (semi-)structured and “fuzzy” annotations in the form of tagged draw-over-images and the (semi-)automatic linking of maps with contextual documents. Besides technical issues, methodological questions are discussed regarding the role and authority of annotations and tags of professional and non-professional humanities researchers in a Web 2.0 environment. The requirements for use of manuscript maps in humanities research are mapped by means of observational user studies of annotation practices and by testing interfaces.

Manuscript Maps
After the Fall of Antwerp (1585), Amsterdam, with famous map printers/ publishers such as Blaeu, became in
the 17th Century a leading cartographical center in the world. Research of this predominant position in commercial cartography is relevant for historians of cartography, for historians of the book and publishing and for cultural studies, such as art history. However, this emphasis on printed commercial cartography also blurs the importance of manuscript maps for research in a much wider field of individual historians or of cultural heritage, planning and policy institutions that use historical maps for technical or administrative purposes. Manuscript maps are significant not only for their quantity, the Dutch National Archives alone count approximately 300,000 manuscript maps (including drawings) from Dutch administrative bodies, but also for their quality as unique historical sources. (De Vries 1989, Zandvliet 1998, Heuvel 2003 and 2004). Unfortunately, manuscript maps are less accessible; their proper meaning can only be understood when they are re-linked to the documents they originally were intended to illustrate. Due to 19th and 20th century archival processes many maps lost their contexts when they were separated from the documents to which they belonged. Encoded Archival Description (EAD) and its extension Encoded Archival Context (EAC), used as standards in many Dutch archives, libraries and museums (including the Dutch National Archives), are powerful description and contextualization formats to encode links between maps and documents dispersed over cultural heritage institutions. Although the first experiments (coordinated by the Dutch National Archives for the Netherlands and with Leiden University Library as participant) with such formats are promising and will be fully exploited, this linking process to reconstruct original contexts and to create new ones is time-consuming and cannot be done by cultural heritage institutions on their own. A more productive way is to involve so many users as possible in the (re)establishment of these historical relationships by enriching these manuscript maps with annotations, and to link these to archival documents as described in inventories.

Annotation
In order to identify maps and to use them for historical research, it is important to link them to geographical space. Geo-referencing allows combinations and overlays of maps with minimum distortion. However, this process is quite difficult for manuscript maps that vary so much in scale, precision, color etc. Instead of complex geo-referencing systems we opt for existing draw-over-image software, developed within the context of the Paper and Virtual Cities project, a collaboration between the University Groningen and the Virtual Knowledge Studio that allows us to select any object on the map for annotation in XML. (Heuvel & Koster 2007, Benavides & Heuvel 2008). On the one hand the map annotator module will be used by individual experts in a conventional way to add knowledge through structured annotations based on professional research. Leiden University Library is a research library, whose special collections are used for the greater part by scholars. On the other hand much more fuzzy and fragmented knowledge is available from users, who work more incidentally with maps, e.g. genealogists, local historians and private collectors. Their input through Web 2.0-techniques may be of great help to reconstitute the lost context of historical maps. They provide the required critical mass; 85% of the visitors to the Dutch National Archives are genealogists. However, we have to learn from Web 2.0 failures (Crotty 2008) and avoid mismatches between tools and the researchers that use them. Therefore analysis of annotation practices and usability testing of interfaces with focus groups of researchers in the humanities makes part of the project. The methods used by E. Heere (2008) for analyzing the use of a historical GIS interface, will be extended to the analysis of practices of annotating/tagging by researchers in a Web 2.0 environment. Another issue that will be addressed is the authority of annotations by expert and lay-experts. Hereto we try to build on existing software (such and GENTECH and HarvANA) that allow expressing and visualizing the provenance and levels of authority of certain assertions. (Hunter 2008)

Presentation
Users have an easy access to the archive inventories described in EAD in order to search and annotate digitized manuscript maps and related sources. Annotations of geographical space and time are described in specific XML vocabularies, such as Geographical Markup Language and Historical Event Markup Language. After linking these clusters of knowledge have to be made available to researchers according to their needs. This is done in mash-ups maps (Google Maps, using the KML standard). Because map annotation will be an ongoing process, the user interface should be integrated in a coherent system offering not only reference lists (tag lists, gazetteer and archive inventories), but also the already tagged documents.

System
MAPS enhances the research infrastructure by building an annotation infrastructure for user generated research content in the humanities, by geo-semantic data integration (in this case maps, annotations and archival data), and by the presentation in suitable user-interfaces for researchers in the form of mash-ups. (Ennals 2007) The geo-semantic data integration between maps, annotations and archival data will be based on (semi-)automatic linking, using multi-agent technology, between
profiles of (historical) archive creators, typologies of maps and profiles of individual experts and lay expert researchers and research groups and cultural heritage, planning and policy institutions that use historical maps for technical or administrative purposes.

Scenario

Scheme of links between user and cultural heritage institutions in Manuscript Map Annotation and Presentation System - MAPS

The Dutch researcher Peter Sigmond studies Dutch harbours between 1500-1800 for his PhD research. In chapter of his dissertation with the title Nederlandse Zeehavens tussen 1500-1800 he discusses a report and some designs of an engineer Alberdingh of 1688 for the creation of dock harbors in several Dutch harbors as alternative to the marine one in Amsterdam that gradually silted up and was not accessible anymore for heavy warships. Sigmond ordered a photograph of a part of a manuscript map number 4 of one of these designs for the town of Willemstad in the collection of Leiden University Library (LU). In our scenario this library points him to the draw-over-image tools [1] that allows him to indicate the exact contours of the object on the digital map in its image repository, that he wants to use for his illustration. He sends this image with the tag dock to LU [2]. His PhD also contains a reference to a report in the Dutch National Archives (NA) that describes the pro and cons of the various harbor cities for which the designs were made. He tags this information to the draw-over-image (DOI) and sends it to LU [3]. DOI and tag are linked to the metadata description of the map 4 in EAD that has already a link to three others files describing maps belonging to the same project [4]. Numbering of the maps also make clear that there are some missing maps. Since the report refers to the Dutch National Archives a link is made to sources described with EAD metadata of this archive, including the DOI and tags [5] and reconnected with the maps of LU [6]. In a query on expected archive creator profile, in this case military, the database shows that there is another design of the same year for the same project map 5 and another later copy of it. The image of LU and the metadata of all their relevant images are combined with those of NA[7] and send with the photographical order to the user [8]. With this information the series of designs in Leiden University Library is completed with one extra drawing from the NA. The PhD researcher found out that there were extra drawings. Finally the National Archive found that there were more drawings belonging to the report in their collection.
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An Exercise in Non-Ideal Authorship Attribution

David L. Hoover
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Much has been written about the appropriate conditions for non-traditional authorship (e.g., Rudman 1997). Substantial known samples by the possible authors of a disputed text should be available, they should be controlled for genre, point of view, etc., and additional similar texts should be available from other contemporary authors to show that false positive identifications are unlikely. Less attention has been paid to authorship problems compelling enough to demand an attempt in spite of less-than-ideal conditions. One such case is Maria Ward’s Female Life Among the Mormons (1855), one of four widely read books published in 1855-56 that were largely responsible for the litany of anti-Mormon literature of the late 19th and early 20th centuries, including works by Arthur Conan Doyle, Zane Grey, Robert Louis Stevenson, and Mark Twain. (The first edition of Female Life sold at least 40,000 copies; within three years it had been translated into Danish, French, German, Hungarian, and Swedish (Worldcat).)

Female Life, published as an anonymous autobiographical account, was early panned and labeled fiction (New York Times 1855), and there is strong evidence that ‘Maria Ward,’ who also claims to have ‘edited’ Austin Ward’s The Husband in Utah (1857) is a pseudonym (the book was later published as Male Life Among the Mormons; I refer to it as Male Life below). Confusingly both Ward books are sometimes categorized as fiction, and Mrs B. G. Ferris is sometimes listed as a (second) author of Female Life (Worldcat). Moreover, both Mr and Mrs Ferris wrote non-fictional anti-Mormon books—his a history of Utah and Mormonism, Utah and the Mormons (1854), hers a memoir, The Mormons at Home (1856). Finally, efforts to confirm Ferris’s authorship of Female Life led Arrington and Haupt (1968: 253) to conclude that she did not write it, but that her book may have provided the basis for Male Life.

A Computational Analysis
The case of Female Life certainly qualifies as a non-ideal authorship attribution problem. Each of the four authors of interest apparently wrote only one book. All four books are framed as nonfiction, but some extraordinary errors and the fact that ‘Maria Ward’ and ‘Austin Ward’ are likely pseudonyms suggests that their books are fic-
tion, makes their gender doubtful, and suggests that they may be two pseudonyms for one person. Additionally, only the middle third of Mrs Ferris’s book deals with the Mormons, and the attribution of Female Life to her is tenuous and unexplained. The most important facts are these:

<table>
<thead>
<tr>
<th>Author</th>
<th>Title</th>
<th>Genre</th>
<th>1st/3rd Person</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>B. G. Ferris</td>
<td>Utah and the Mormons</td>
<td>Non-fiction</td>
<td>3rd-Person</td>
<td>Male</td>
</tr>
<tr>
<td>Mrs B. G. Ferris</td>
<td>The Mormons at Home</td>
<td>Non-fiction</td>
<td>1st-Person</td>
<td>Female</td>
</tr>
<tr>
<td>Austin Ward (Maria Ward?)</td>
<td>Male Life</td>
<td>Fiction?</td>
<td>1st-Person</td>
<td>Male?</td>
</tr>
<tr>
<td>Maria Ward (Mrs Ferris?)</td>
<td>Female Life</td>
<td>Fiction?</td>
<td>1st-Person</td>
<td>Female?</td>
</tr>
</tbody>
</table>

Given this less-than-ideal scenario, can we shed any light on the authorship of Female Life? I begin with a group of large, Mormon-related, first-person fiction and nonfiction texts. With many candidate authors, any similarities between Mrs Ferris and Maria Ward will be more significant. In Fig. 1, only Kane and Stenhouse are represented by pairs of texts, and Stenhouse’s texts fail to cluster. Yet ‘StenhouseMa’ is an excerpt from Tell it All that supposedly relates Mary Burton’s story in her own words, so that this is not a definite error. Adding Mrs Ferris and Maria Ward (Fig. 2), does not support Ferris’s authorship of Female Life: the two authors’ texts are widely separated, but the close clustering of the Wards’ texts suggests a single author. (In the captions, NP 70% indicates that no personal pronouns are included and words are eliminated if a single text accounts for more than 70% of their occurrences. Pronouns are closely tied to the number and gender of characters; words that are frequent because of a single text are typically character names.)

Large 1 and 3 Person Mormon and Non-Mormon Texts

A larger set of texts with more pairs by single authors allows me to train the method on similar texts, select the most effective analysis, then insert Ward and Ferris and re-test—compensating for the lack of primary author training texts. Consider then 32 large Mormon and non-Mormon texts (Fig. 3). Eleven of thirteen pairs by known authors cluster together, capturing known authorship very effectively, though most contain Mormon non-Mormon texts. The two failures may not be errors: Stenhouse’s texts are discussed above, and Bell claims only to have ‘prepared’ Stephens’s Rebel Cousins. Adding Maria Ward’s and the Ferrises’s texts (Mrs Ferris’s in three sections, isolating the Mormon part), produces Fig. 4. The known texts cluster as before, and the Wards form a tight cluster separate from the Ferrises, whose own close clustering may suggest collaboration. (A smaller set of Mormon-related texts with the dialogue deleted to eliminate any effects of different proportions of dialogue and narration, produces similar results.)
Fig. 4 Large 1 and 3 person Mormon and non-Mormon texts—including Ward & Ferris

Delta Analysis

Delta analysis is problematic here because of the complexity of the case, but several analyses with different configurations of primary and secondary authors never strongly identify Mrs Ferris as the author of *Female Life*, though a few identify her as the author of *Male Life* when Maria Ward is not among the primary authors. When either of the Wards is included among the primary authors, however, he or she is regularly and strongly identified as the author of the other Ward’s text. (For discussion of Delta, see Burrows 2002 and Hoover 2004.)

T-Tests

It seems worthwhile to try another approach using t-tests. Each test assumes that two of our three main authors (Maria and Austin Ward and Mrs Ferris) are different, uses t-tests to create a set of words that strongly differentiate them, and then uses these words to test the third author with PCA (principal components analysis). (The method is inspired by Burrows 1992.) This makes sense, however, only if we know what to expect when each set of assumptions is false, so I begin with several sets of three known texts by one, two, or three authors.

In two of three tests involving three texts by one author, the third text intermingles with one of the two texts distinguished by the t-tested words. In the third test, however, the three texts remain quite distinct. Thus, if Mrs Ferris wrote all three texts and they cluster separately, no conclusions can be drawn. With three texts by two authors, t-tests that distinguish two texts by one author and those that distinguish two texts by two authors produce very different results. In the former case, all three texts typically cluster separately (Fig. 5); in the latter, the two texts by the same author are separate from that of the third on component one, but not from each other. In two of the three cases tested, they also mingle on component two (Fig. 6). T-tests involving two texts by one author also typically produce far fewer discriminating words (275) than those involving two authors (677). Finally, in all tests involving three authors, the three texts remain quite distinct, whichever authors are assumed to be different.

Once the three scenarios have been explored, we can compare these results with tests on our authors of interest. Assuming the two Wards are different and testing Mrs Ferris as an unknown (narrative only, approximately 27,000 words for each of the Wards and 18,000 for Ferris) yields Fig. 7. (Tests on the three whole texts produce similar results.) T-tests involving one author, three authors, or two authors (when the wrong assumption of difference is made) can produce similar graphs, though the small number of discriminating words supports the last possibility. But Fig. 8. and Fig. 9, with one of the Wards tested against Ferris and the other Ward as unknown, produce patterns like that in Fig. 6, patterns consistent with the results from Delta and the various cluster analyses above: Mrs Ferris is unlikely to have written either *Female Life* or *Male Life*, and Maria and Austin Ward seem very likely to be two pseudonyms for the same person (whose identity remains a mystery).
Conclusion

Considering the level of difficulty of this authorship problem, the results seem quite persuasive. They suggest that combining several different approaches across many analyses can help to compensate for the lack of training texts. Finally, comparing results based on false and true assumptions in simulations with known authors

to the results of similar tests involving the texts in question can provide worthwhile results even under conditions that are far from ideal.
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A hundred things hummed at the back of her head, but two of these were simple enough. Mrs. Beale was by the way, after all, just her stepmother and her relative. She was just—and partly for that very reason—Sir Claude’s greatest intimate (‘lady-intimate’ was Maisie’s term) so that what together they were on Mrs. Wix’s prescription to give up and break short off was for one of them his particular favourite and for the other her father’s wife.

Henry James, What Maisie Knew (1897)

The difference between the styles of Henry James’s early and later novels is well-known. No author’s style is likely to remain constant over a time-span as long as that between James’s first novel in 1871 and his last complete novel in 1911, but the change in James’s style is so extreme that many readers and critics consider the later novels too obscure and enjoy only the early novels. Others champion the later novels and consider the early novels immature. One critic notes that James’s late ‘distortions’ often ‘obliterate the normal elements of connection and cohesion. When he has undone the usual ties, his meanings float untethered, grammatically speaking, like particles in colloidal suspension’ (Short 1946: 73-4).

Although most attention has been paid to syntax, changes in James’s vocabulary are equally interesting, and the frequencies of the most frequent words alone very effectively identify when each novel was written (Hoover 2007).

One often-mentioned reason for the change in James’s style seems important from a literary perspective and is especially amenable to and appropriate for computational investigation: In 1896, while writing What Maisie Knew, James began dictating because of persistent pain in his wrist. His most famous typist believed that ‘The different note [of the later novels] was possibly due more to the substitution of dictation for pen and ink than to any profound change of heart’ (Bosanquet 1924: 254). Edel’s biography of James links the elaborate and convoluted late sentences with the change in mode of composition and reports that some of James’s friends claimed to be able to tell which chapter in Maisie was the first one he dictated (1969: 176-77). Recent interest in media and technology, especially at the turn of the twentieth century, has given new significance to the claim (Cappello 2007; Thurschwell 2001; Seltzer 1992). The fact that it is mentioned by Marshall McLuhan (McLuhan & Zingrone 1995), and that it appears in Barron’s Notebooks (a study guide for students) (1986), the online guide to the Dragon Naturally Speaking dictation-to-text program (Newman 2000), an article on voice recognition in composition (Honeycutt 2003), Wikipedia (2008), The Ivanhoe Game (Bethany 2002), and the fiction of Cynthia Ozick (2008), shows its ubiquity, appeal, and relevance to digital media and digital humanities.

The fact that James’s later style is generally dated to the late 1890s, just when he begins dictating, has undoubtedly encouraged this idea. Despite of the widespread currency of the belief that dictation significantly affected James’s style, I know of no attempt to present any solid evidence for it. Yet there is strong evidence for the gradual and unidirectional development of James’s style over his career that casts doubt on any significant effect of the change to dictation. Consider the extraordinary pattern of adoption of characteristically late words and abandonment of characteristically early words over time shown in Fig. 1. To produce this figure, I created combined word frequency lists for the seven earliest and eight latest novels, then selected all words that are at least three times as frequent in the early novels as in the late and vice versa. I calculated the percentage of tokens represented by early and late words in a selection of novels and novellas throughout James’s career. Note how regularly the frequency of early words declines and late words increases. These trends continue through the middle period and include novels and novellas that had no part in the creation of the word lists. The later style is associated more with syntax than with vocabulary, but the regularity of the vocabulary changes certainly offers no support for an abrupt shift between the handwritten novels that precede and the dictated novels that follow Maisie.

Now let us examine Maisie itself for evidence of a significant local shift in style caused by the switch to dictation. Evidence from the most frequent words is shown in Fig. 2. To produce this figure, I created separate files for the chapters and analyzed them with cluster analysis; to make the graph more readable, I labeled the chapters ‘pre’ (preliminary) ‘11’-‘20,’ and ‘twenty-1’-‘thirty-1’. The two main clusters in Fig. 2 do not strongly reflect the structure of the novel: most early chapters are in the left cluster and most middle and later ones in the right cluster, but at least three chapters from each group appear in each. Among the dozens of novels I have analyzed, Maisie is unusual in how weakly its narrative
structure is reflected in the relationships among the chapters (plot is not James’s major interest). Analyses based on the 100, 200, 300, 400, 500, 600, 700, 800, 900, and 990 MFW all fail to suggest any change-point associated with James’s adoption of dictation.

Consider some other statistics by chapter (see Fig.3). Sentence-length is an obvious choice, given the standard view of James’s style, and, predictably, it is closely related to the percentage of narrative. Some variables sharply increase and decrease, but without any obvious change-point. Furthermore, average sentence length trends irregularly lower throughout the novel, as does the percentage of narrative, suggesting, unsurprisingly, that James uses shorter sentences in dialogue, but conflicting with the idea that dictation caused long, rambling sentences. As Fig. 4 shows, average word length and the frequency of long words also trend lower, but there is nothing to suggest a change caused by dictation.

The next two figures show the distribution of punctuation across the chapters. There are obvious correlations between some punctuation marks and the percentage of narrative, and some surprising correlations (why are there more commas in narrative?). Nothing, however, suggests any shift caused by a change in the mode of composition.
Finally, Fig. 7 displays vocabulary richness, sentence-
length, and the percentage of short words in James’s
novels over time, and Fig. 8 shows just how regularly
the frequency of frequent words characterizes James’s
chronological development. The patterns shown in these
graphs are difficult to reconcile with any significant sty-
listic change caused by James’s adoption of dictation in
1896. (The slightly anomalous position of The Outcry in
Fig. 8 may be related to the fact that it is a novelization of a play.)

In conclusion, the gradual, unidirectional nature of the
changes in James’s style does not provide support for
any radical alteration caused by dictation. As reason-
able as this idea has seemed, and as productive as it has
been for speculation about media, machines, and literary
production, such speculation may have to be revised or
abandoned in the light of new kinds of evidence—evidence
only available by computational examination of
a corpus of James’s work. If further research confirms
these preliminary results, computational stylistics may
have an important contribution to make to literary stud-
ies in this case.
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Introduction
Over the last two decades, digital humanities has become increasingly popular. Trying to combine computing with traditional disciplines of arts and humanities, digital humanities researchers have come from various fields such as history, philosophy, linguistics, literature, arts, and archaeology. While the interdisciplinary aspect of digital humanities is obvious, its disciplinary structure has not been established yet. In order to identify hot topics and map the disciplinary structure, we made co-word analysis based on a group of research papers’ titles.

Related Works
Co-word analysis is a content analysis technique that uses patterns of co-occurrence of pairs of terms, i.e., words or phrases, in a corpus of texts to identify the relationship between these terms, the extent to which these themes are central to the whole area, and the degree to which these themes are internally structured (Qin, 1999). It does not rely on any a priori definition of research themes in science. This enables us to follow actors objectively and detect the structure of science without reducing them to the extremes of either internalism or externalism (Callon et al., 1986).

Method and Data
The first step of co-word analysis is to extract keywords from records in corpus. We chose 516 papers written in English from two journals and four conference proceedings: Literary and Linguistic Computing from Year 2005 to 2008, Digital Humanities Quarterly from Year 2007 to 2008, and proceedings of ACH/ALLC 2005, DH 2006, DH 2007, and DH 2008. Since these papers have no author keywords, we manually extracted keywords from their titles and picked out 1231 distinct keywords, which appeared 2040 times in total.


We conducted co-word analysis with two aims. One is to detect the structure of a research field, and the other to detect minor but potentially growing areas. To accomplish these two aims, we selected top 70 keywords (5.68%) whose frequencies were higher than 4 (see Table 1).

These keywords’ total frequency was 681 (33.38%).

We calculated the association values between any word pairs with Equivalence Coefficient index \( E_{ij} \) which can be defined as follows:

\[
E_{ij} = \frac{C^2_{ij}}{C_i \times C_j}
\]

\( C_{ij} \) is the number of documents in which the keyword pair \((i \text{ and } j)\) appears. \( C_i \) and \( C_j \) are the occurrence frequencies of Keywords \( i \) and \( j \) in the group of the articles respectively. \( E_{ij} \) has a value between 0 and 1. \( E_{ij} \) measures the probability of Keyword \( i \) appearing simultaneously in a document set, indexed by Keyword \( j \), and vice versa, given the respective collection frequencies of the two keywords. Therefore, \( E_{ij} \) is called “a coefficient of mutual inclusion” by Turner et al. (1988).

### Results
Based on the Equivalence Coefficient indexes, we constructed a co-occurrence matrix, and then made a multi-dimensional analysis.

Combining the keywords’ frequencies with the multi-dimensional analysis (see Fig. 1), we can see that the keywords in digital humanities can be divided into three categories. The keywords that fall under the first category—the ones without underlines or frames—are directly related to information technologies, such as digital, TEI, XML, web, online, visual, and metadata. The hot topics in this category include visualization, markup, text mining, annotation, and digital library. The keywords that fall under the second category, the ones framed, can be associated with traditional humanities including literary, linguistics, history, culture, language, poetry, novel, and speech. With support of the information technologies mentioned above, many researchers have focused on medieval and early modern literatures, translation between literary works in different languages, authorship, gender, and stylistics. The third category with the keywords being underlined consists of some general words, such as knowledge, model, and framework.

Figure 1 shows these three categories all mix together, with no obvious clusters in them. This means digital humanities is still a new discipline without any subdisciplines formed. What should be particularly noticed is that English and French have been studied more than other languages. This indicates that digital humanities research has made uneven progress, depending upon languages.

A co-word network was drawn with the co-occurrence matrix (see Fig. 2). We calculated nodes’ degree centralities in the co-word network with social network analysis method. Degree centrality means the number of co-occurrence with other keywords. As Figure 2 shows, all the keywords can be divided into three levels, according to their degree centralities.

An interesting phenomenon in Table 1 and Figure 2 is that the frequencies of “digital humanities” and “humanities computing” are high, but their degree centralities...
are low, while most of the others are coessential. A major reason seems that digital humanities research has been furthered in recent years. Six fundamental concepts have been found which may benefit from the dissemination of technologies related to textual digitalization. Still, digital humanities is a new discipline, and researchers have been trying to integrate digital technologies with traditional arts and humanities. Some recent papers’ titles include these two keywords and some other low frequency keywords that may indicate new research directions, e.g., geographical information system and interactive games. We could interpret, therefore, these keywords might work as an indicator for the future research topics in digital humanities. While not giving the complete picture of the digital humanities’ discipline structure, Figure 2 is complementary to the “intellectual map” painted by McCarty W. and Short H. (2002).

Fig. 2 Co-word network (node size indicates its degree centrality)

Conclusions
In this paper, we analyzed the structure of digital humanities with co-word method. We counted frequencies of keywords which we picked out from the titles of the selected journal papers, recently published. Then we made a multi-dimensional analysis and a network analysis. As a result, six fundamental concepts are found in digital humanities, but there are no clear subdisciplines in it yet.

While a widely used method in library and information science, co-word analysis is still new for digital humanities researchers. In the future, we will improve this analysis further more in terms of methodology, developing an integrated software for its common applications in digital humanities.
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Overview

In a co-authored paper published in Literary and Linguistic Computing (2008), my co-authors and I employed both delta and Nearest Shrunken Centroid (NSC) classification in an authorship analysis of the Book of Mormon. Our results suggested that several men involved in the early formation of the Mormon church were likely contributors to the Book of Mormon. For reasons detailed below, we were unable to include Mormon prophet Joseph Smith in our authorship tests. The work presented here attempts to develop a sizeable Smith corpus by using a small set of documents in his own handwriting as a training model for evaluating other documents attributed to Smith but written in the handwriting of one of Smith’s 24 different scribes.

For the aforementioned article, we compiled a corpus of source material from five candidate authors who were involved in the early LDS church. We had hoped to include Joseph Smith as a candidate, but in the course of our research determined that there was not enough reliable writing by Smith to constitute an ample sample for testing of his signal in the Book of Mormon. As Smith biographer Dean Jessee makes clear in the introduction to Personal Writings of Joseph Smith, Smith’s speeches, letters, and even journal entries were frequently written by scribes or written in tandem with one or more of his collaborators. In another article that appears in the pages of the “Joseph Smith Papers” online archive (n.d.), Jessee writes, “only a tiny proportion of Joseph Smith’s papers were penned by Smith himself.” In many of the documents Jessee has collected, we see the handwriting of Smith interwoven with the handwriting of his scribes, sometimes side by side in the exact same letter, journal entry, or document.

Mormon history informs us that Smith frequently used scribes and that he dictated his thoughts to them. Indeed the entire Book of Mormon is said to be a verbatim transcript of Smith’s dictation. With regard to documenting his visions, thoughts, and experiences, Smith’s “philosophy” writes Jessee, “was that ‘a prophet cannot be his own scribe.’” That said, on some occasions Smith did put pen to paper, sometimes alone and sometimes in tandem with others. Though Jessee has “attributed” the spirit and content of all of these documents to Smith, the manuscripts show clear physical evidence of other hands at work; thus, the question remains as to whether these scribes were “authoring” or merely “transcribing.”

These manuscripts, though not reliable for use as samples of determined authorship in our prior research, do provide fertile ground for another sort of closely related stylistic inquiry and allow an opportunity to investigate the question of whether Smith’s various scribes may have contributed more than simple transcription. For this new research I utilize the models of known authorship we developed in our prior work in order to analyze the personal writings attributed to Smith (but written by scribes).

The goal of this work is to assess the role (if any) that the scribes may have had in shaping the linguistic and stylistic construction of these documents. For example, if sections written in the hand of Sidney Rigdon are classified as being similar to the Rigdon signal in our existing model, such as result would suggest that the role Rigdon played in the dictation process was perhaps more than mere scribe. Alternatively, if the material not in the hand of Smith is classified together with material that is in his hand, then this would be evidence favoring attribution to Smith and Smith alone.

At the time of this proposal, preliminary results indicate that at least 20 of the 109 documents penned by Smith’s scribes are stylistically close to those written in Smith’s own hand. Furthermore, early results also suggest no apparent stylistic connection between those scribes for whom we have known writings and the documents that they wrote in the role of scribe to Smith. Together, these findings appear to support the historical Mormon church perspective of common authorship for both the papers in Smith’s hand and those in the hands of his many scribes.

Further tests, to be completed before presentation of this research, are necessary to confirm the veracity of these preliminary results. Should further study confirm the preliminary data, then we would have some justification for attributing a sizeable number of these scribe-written texts to Smith. Providing additional authentication of the Smith corpus in this manner would be of great value to future studies of the Book of Mormon.

Methodology

I begin by segmenting the personal documents attributed to Smith according to differences in handwriting. For documents not in Smith’s handwriting, I label them based on Jessee’s identification of the scribe who took
the dictation. From the material in Smith’s own hand, I expand our current classification model to include a new “Smith” class (the current model includes signals for Oliver Cowdery, Sidney Rigdon, and Parley Pratt who were among Smith’s known scribes).

Through cross-validation (and testing with various tuning parameters) I determine the most effective number of features for a new model. In our prior work, NSC had a cross-validation error rate of just 8.8% when using 110 features; the model accurately classified known samples 91.2% of the time. I anticipate similar results for this proposed research.

Using the new model, the corpus of personal writings attributed to Smith, but not in his hand, will be classified and the results ranked based on the probabilistic output that NSC provides. The results will provide further evidence as to the consistency of the linguistic signal across the corpus and provide a foundation for further research.
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The meaning of video games is in their playing, in performance, which involves searching for signs of intelligence—human and machine-mediated—with which to collaborate or compete in making meanings. This happens in textual interpretation of all kinds, but the process is foregrounded and dramatized in video games in ways that make them useful models for textual scholarship, editing, and interpretation, considered in terms of scholarly content management systems or socially networked knowledge sites. For example: what I learned from playing Will Wright’s sim-everything game, *Spore*, is the importance of building asynchronous “pollination” systems that encourage complex improvisation by way of feedback loops, afford the search for and collaboration with others (via their creations), the continual re-editing of shared materials, and preserve, track, and allow for the analysis of multiple individual edits.
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Introduction

The need to compare two or more documents arises in a variety of situations. Some instances include detection of plagiarism in academic settings and comparing versions of computer programs. Extensive research has been performed on comparing documents based on their content (Si et al., 1997; Brin et al., 1995) and there also exist several tools such as windiff to visually compare a pair of documents. However, little work has been done on providing an effective visual interface to facilitate the comparison of more than two documents simultaneously. The Versioning Machine (Schreibman et al., 2003) is a web-based interface that provides the facility to view multiple versions of a document, along with the changes across versions. Motivated by the Versioning Machine (VM), we build a tool MultiVersioner that facilitates viewing multiple versions of multiple documents at once, and provides the user with a rich set of information regarding their comparison. The primary user during the development of MultiVersioner was Tanya Clement, a doctoral candidate in English at the University of Maryland, who researches the works of experimental poets.

Related Work

ScentHighlights (Chi et al., 2005) has demonstrated the effectiveness of using color-coded highlighting to display the similarities and differences across documents. There exist literature (Brin et al., 1995) and tools like CHECK (Si et al., 1997) and MOSS (MOSS) on plagiarism and source code comparison, which are relevant to our work. FeatureLens (Don et al., 2007) facilitates pattern finding in text collections by providing visualizations of the results of text mining algorithms.

In Tanya Clement’s research, she compares not only versions of a single poem, but also multiple versions across several poems. VM can display the versions of just one document at a time. To open another document, all versions of the current document have to be closed first. VM also does not provide any search capabilities.

Description of the Interface

Background

The two-fold goal of MultiVersioner is to provide an effective overview of the content and size of all documents, as well as to provide a detailed display, along with a variety of search capabilities, in accordance with the Info-Viz Mantra Overview first, zoom and filter, details on demand (Shneiderman 1996).

MultiVersioner is implemented in Java 6.0 using the Swing GUI toolkit. It uses the same input format file as VM, an XML file, containing information about the various additions and deletions made across all versions of a document. MultiVersioner contains a built-in parser to parse these XML files. Loading an XML file opens all the versions of a poem in separate version panels and multiple such documents can be loaded simultaneously. Version panels are displayed in the central part of the interface with a tool panel located on the right. The name of the version appears on top of the respective version panel. The names of all the versions of a particular document are displayed in the same color in order to group them together.

Overview

In the overview, words are denoted by equal sized boxes. Hovering over a box pops up a tooltip containing the entire sentence, with the current word being displayed in bold. In the tooltip, words added in the current version are shown in blue, and words deleted are shown in red. Clicking on a box brings up a detail window (Figure 1) containing the entire sentence. The purpose of the de-
etail window is to display a sentence of interest on the screen, analogous to a post-it note. The detail windows can be made either opaque or transparent, and can either be moved around, or aligned together. A line is drawn between a detail window and its corresponding location in the version panel, to keep track of its origin. A detail window could be closed either by right clicking it and choosing close, or by simply dragging it out of the screen.

![Fig. 1 Overview of multiple versions of two poems. Sentences of interest are shown using detail windows, which are linked to their respective version panels by lines.](image1)

Text View
Word boxes are used primarily to obtain an overview of all the documents. To explore the versions in detail, a representation displaying the actual sentences, instead of word boxes, is preferred (Figure 2).

Search
The basic search feature is the word search (Figure 2). A search bar is provided where the user can type in a word or a phrase to be searched across all documents. A search can be made case-sensitive if desired. Alternatively, a word can be searched by right-clicking an instance of it. Inspired by ScentHighlights (Chi 2005 et al., 2005), Search results are color-coded. The instances of a searched word in all documents are highlighted using the same color. A search history as well as the facility to clear search results is available.

A line search feature is available as well. The similarity of a pair of lines is computed by taking into account the number and relative positions of the words common to them. Right-clicking the anchor-box present at the beginning of a line triggers a line search and lines similar to the specified line across all documents are highlighted.

Word Frequency Table
MultiVersioner computes a frequency table containing the number of occurrences of each unique word in all documents and their versions. When comparing different versions of a document or comparing different documents that are related, researchers in literature need to identify unique and common words and sentences. It has been shown that an approach as simple as a frequency table listing is powerful in providing insight by letting users know which words are common across documents and which ones are unique to a single document (Filippova, 2007).

![Fig. 2 A text view of versions of two poems. Four different searches for the words “contrast”, “buff”, “spiked” and “bugle” are performed across all versions of both poems. Each instance of searched word is highlighted using the same color in all documents.](image2)

Other features
There are sliders available to control the version panel height, width and the sizes of the word boxes. MultiVersioner also has a scroll lock, used when the documents are long, to synchronize the scrolling of the documents with each other.

User Feedback and Future Work
The first three authors of the abstract were the developers (students in an Information Visualization class). The last three authors used the prototypes several times during the development and provided suggestions. Examples are given below.

Users reported that they could not easily distinguish versions of a single document from versions of other documents. We achieved this by using the same color for the titles of all the version panels associated with a the same document. The ability to search for words across the documents was greatly appreciated and the color-coded highlighting of the results was found helpful, but overall
they commented that softer colors would be more pleasing. Users liked the synchronized scrolling between windows. Still it was difficult to associate the detail window to its originating location, so some visual linking was suggested (e.g. drawing a line or matching color highlighting). Regarding the choice between Text View and Overview, users stressed that it is preferable to see the actual words rather than seeing the abstract word boxes. Still, they acknowledged the benefit of the overview when dealing with a large number of documents and versions. The overview was more helpful for a high-level view and orientation, the text view was more useful for analysis.

In summary we believe that our prototype illustrates that it is possible to facilitate visual comparison. We built on the Versioning Machine by allowing users to compare multiple documents, each of which consisting of multiple versions. We also provide the ability to search for entities such as words and lines across the documents and versions and analyze their frequency patterns. MultiVersioner was designed to compare small poems, and future work needs to address the problem of longer documents. Utilizing the entire screen space, by dynamically resizing all open documents to fit the screen, might be a promising direction. Further information about this project including a more detailed report, slides, a demo video and software can be found at https://wiki.cs.umd.edu/cmusc734_08/index.php?title=MultiVersioner.
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Abstract

In this paper, we use information design of rhetorical theory in order to investigate the structure of audio-visual media. From a design research perspective, we are especially interested in the power of visualization. In this respect, we compare different methods of film analysis referring to their representation mode and evaluate them referring to their ability to visualize the cinematic structure. Within the realm of film analysis, we ask:

- How can the use of information design enhance the traditional analysis of film?
- What is the influence of the selected semiotic code (text, image, or animation) on the interpretation of the medium and its structure?

To answer these questions, we introduce examples of visual notation systems that were applied to analyze film sequences within a project. We discuss their method and value for the purpose of analysis and reflect on the role of the different semiotic codes that are applied. Referring to the traditional method of analysis in the form of written film protocols, we hypothesize that this method is attended by a high loss of structural information when transferring the audio-visual, dynamic code of film into written text. While film protocols are more appropriate for content, respectively plot analyses, we state that static and dynamic visual notations are suitable forms for making structural and rhetoric phenomena of film explicit. Visual notations might cause the least loss of information in the analytical process, and might of high value for academic film analysis.

Background

Audio-visual rhetoric is a knowledge domain for designers in theory and practice that was introduced by Gui Bonsiepe in the 1960ies (Bonsiepe 1961). Its theory and communication system is valid for all communicative actions aiming for persuasion. Richard Buchanan described the whole body of design practice as rhetorical argumentation (Buchanan 1989) and opened the way for a rhetorical design theory on a broad basis. In the following, visual rhetoric was established within the design education mostly in the US, teaching the analysis of information design on the basis of rhetorical patterns (Ehses 1984, 1986, 1988), (Kostelnick 1989, 1998, 2003), (Poggenpohl 1998). These concepts were transferred to dynamic, audio-visual media by Bonsiepe in the late 1990ies, and he introduced the term “Audio-visual Rhetoric” (Bonsiepe 2008). Today, this theory combines the ancient communication theory and its huge body of knowledge with New Rhetoric (Joost 2008, 2008a) and applies this knowledge to the design domain and its visual approaches.

The Notation System for Film Analysis

Exploring audio-visual patterns of film is an analytical endeavor that is still in search for a useful method. In film theory and practice, there are different models to describe and analyze filmic structures. For film scholars, the most established method is using a written film protocol to elaborate on formal aspects as well as on narrative structures. This method was questioned by many scholars because of the lack of potential to reflect on the specific dynamic and audio-visual quality of film (Lehner 1987). Audio-visual rhetoric provides an approach to overcome this problem by introducing a notation system for film. In academic context, there are some examples of visual film protocols (Hahne 1992), (Ramsbott / Sauter 1988). Nevertheless, none of the visual systems has been established for film analysis in a broader context and has not yet reflected the progressing nature of film. A general issue is that there is no interdisciplinary collaboration between study of film, film production, rhetoric, and design research to come up with an applicable system. Bringing together all these competences, one could design a comprehensive system that could be used in various contexts – academic as well as applied. In this context, we discuss the impact of the semiotic code on the film analysis (Table 1).

Comparison between different notation systems for analysis

When applying rhetorical knowledge to the analysis of film, we take the following steps. We raise the hypothesis that a visual analysis of film conveys a visual knowl-
edge about the rhetorical structure of media. This form of knowledge can hardly be expressed verbally. Ernst Gombrich claims what the diagram presents in front of our eyes can hardly be expressed by words – as a succession of statements (Gombrich 1984). An example for this hypothesis is the visualization of the spatial information on a map. This complex information that is accessible parallel on one sight can hardly be expressed verbally in a cognitively efficient process. Based on this hypothesis, we introduce different notation systems to visualize recurring patterns in film: a static visual film protocol (Fig. 1), an animated film protocol (Fig. 2), and a written text protocol.

In the standard film protocol, the translation of audiovisual signs into a written text means to change the semiotic code in a radical way – from image and sound to text. This process involves a loss of information, particularly of the audio-visual and dynamic quality of the sign system. The idea of using a visual protocol as tool for film analysis is based on the hypothesis that a visual diagram can be processed cognitively much more efficiently than language (Bonsiepe 2008). This is especially true for the visual aspects of film and not for re-telling its storyline. It is not new to say that the tools and methods that are used for an investigation clearly influence the research results. This is also true for the method we suggest in this paper. To set up a visual diagram of film focuses much more on visual and structural aspects than on the storyline. The aim is to reduce a loss of information that occurs when the audio-visual texture of film is transferred to written film protocol. Therefore, the audiovisual signs are translated into a visual structure. This method has additional advantages: the graphic displays information on one sight so that the recipient can process the data in parallel. Written text can communicate information only in a successive way – one word after the other. In the notation protocol, information about the whole clip in each of the channels can be visualized at the same time, allowing a parallel interpretation of data and of relationships among the various audio-visual elements. Here, the pattern structure can be easily identified on the basis of a graphical representation. For example, repetitions or climax patterns can be singled out quickly on the basis of their visual form. With this approach, large amounts of data from audiovisual media can be efficiently processed for analytical purposes. In the next step, we compared the different systems according to their semiotic code, their mode of information and the kind of perception they require.

<table>
<thead>
<tr>
<th>Sign system (Zeichensystem)</th>
<th>Static visual Film Protocol</th>
<th>Animated-visual Film Protocol</th>
<th>Written Film Protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image, language</td>
<td>Image, sound, language</td>
<td>Language</td>
<td></td>
</tr>
<tr>
<td>Semiotic code</td>
<td>Icon, index, symbol (Peirce)</td>
<td>Icon, index, symbol (Peirce)</td>
<td>Symbol (Peirce)</td>
</tr>
<tr>
<td>Change of media</td>
<td>Film to image</td>
<td>Film to film</td>
<td>Film to language</td>
</tr>
<tr>
<td>Reception</td>
<td>Synchronous</td>
<td>Synchronous and successive</td>
<td>Successive</td>
</tr>
</tbody>
</table>
Table 1: Comparison of different Methods of Film Analysis

<table>
<thead>
<tr>
<th>Mode of information</th>
<th>spatial, temporal and acoustic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link to rhetoric</td>
<td>evidentia (evidence) analogy argumentation</td>
</tr>
</tbody>
</table>

Discussion

One finding is that a verbal analysis, on the one hand, is much more focused on content and storyline of a film and translates the audio-visual medium into a verbal narration. It uses the symbol as semiotic code and requires a successive perception. Its mode of information is temporal. The visual analysis, on the other hand, is more focused on the visual structure of film and its recurring patterns. It uses icon, index, and symbol as semiotic code and requires a synchronic perception. Therefore, it displays spatial information. An animated protocol adds dynamic information about the development of film and includes the analyzed film itself into the animation. It also refers to icon, index and symbol in its semiotic code and requires synchronic as well as successive perception. Its mode of information is rich and includes spatial, temporal and acoustic data. Through visual approaches such as static visual protocols as well as animated ones, a different kind of knowledge is gained compared to a mere verbal analysis: a specific kind of visual knowledge. This study argues in favor of a semiotic autonomy of visual signs.

Conclusion

The visual film protocol can serve developers of audio-visual media in various ways. First of all, it is a helpful tool to analyze and interpret film and understand its composition. Moreover, the static visual film protocols make different films structurally comparable. Using the notation system one gets a visual protocol comparable to music notations that can be used for reproduction purposes. This leads to the third point: the notation system as a software could be used as tool for film design and planning in addition to the technique of storyboarding, which is still a standard tool for the production process. With this visual aid, film makers can compose their texture beyond sketches of the scene and visual description. Based on these insights, we suggested the notation system as a new tool for film analysis for designers as well as for film scholars.
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Digital scholarship has been very helpful in the development of humanities research (Juola, 2008a), primarily by automating processes such as communication, text processing, and search and permitting scholars to concentrate on analysis and explanation. However, when computers attempt to generate meaning, to perform analysis themselves, the results are usually less than satisfactory and don’t actually explain much.

An example of analytic failure can be seen in the reception of “nontraditional” (i.e. statistical, computer-aided) authorship attribution. It is now unquestionable that computers can infer authorship attributes with high accuracy (see Juola, 2008b), but the accurate inference processes tend not to inform us about the actual authors (Craig, 1999). Argamon (2006) has provided a theoretical analysis of one particular method, but in the unfamiliar and “inhuman” language of statistics, which again sheds little light on authorial language and authorial thought. By contrast, studies of gender differences in language (e.g., Coates, 2004) offer not only lists of differences, but explanations in terms of the social environment. In fact, the interesting part of scholarship is not in mere observation, but in the refinement and explanation.

This suggests a relatively novel model for computer/human interaction in scholarship, one in which the computer is used to identify patterns that are passed to human experts for validation and explanation. While not widely used, this model has been successfully applied in mathematics by the Graffiti program (Fajtlowicz, 1986). This program generates conjectures (randomly) of the form X < Y (or similar forms such as X < Y + Z) where X, Y, and Z are “graph invariants,” simple numeric properties of graphs such as average number of edges per node, number of colors necessary to color the graph like a map, average distance between nodes, number of different paths between nodes, and so forth. Graffiti then compares this conjecture against a library of graphs to see if it is true for all the graphs in the library. Of course, “true for all the graphs in the library” is not proof of universal truth, but it provides evidence in support. If the conjecture is thus supported, Graffiti publishes the conjecture, and professional mathematicians are invited to prove (or disprove) it. Since inception, Graffiti has developed and published more than 1000 conjectures and inspired more than 100 papers.

This model can easily be applied to the humanities. Application in the field of text analysis is straightforward; we need analogues to “graph invariants.” Such “text invariants” might include the frequency of specific words, phrases, or structures in particular text types. A simple conjecture might be that “color adjectives” are more common than “size adjectives,” or that “verbs of motion” are more common in male-written novels than in female-written poetry. Of course, text invariants are not limited to token frequency analysis; any “property” that can be assessed via computer analysis would be a possibility. If one can find a way to determine a text’s eroticism, degree of animacy, personification, etc., any of those would be potential features.

In addition to text invariants, we need a framework for conjectures (in analogy to the X < Y + Z framework described above). Simple comparisons are likely to find uninteresting conjectures (prepositions are more common than proper nouns). A more interesting conjecture (in the author’s opinion) would be something like “color adjectives are more common than size adjectives in women’s writing, but the reverse holds in men’s writing.” Such a finding would clearly show a relationship, as yet unexplained, between adjective choice and gender. If this were true—why? It obviously says something about gender and culture, but what? Here is where a traditional humanist could take advantage of the ability of a computer to read and analyze a huge amount of data very quickly. In general, conjectures of the form “X > Y in texts of category A, but Y > X in texts of category B” (where A and B are non-overlapping categories, ideally pulled from the document’s metadata) are likely to be of interest to category A/B specialists, especially if X and Y are themselves interesting natural properties. Another framework would be that “X is more common in A-texts than B-texts,” and it is this framework that we use in our prototype.

To illustrate this, we have built a simple version of this conjecture generator (“conjecturator”) using standard Java technology, much of it drawn from the JGAAP project (Juola, 2007). The Moby Thesaurus II lists more than 30,000 different synonym sets: for example, the word group “raft” (as in “a raft of money”) includes words/phrases such as “barge,” “boat,” “pile,” “pot,” and “quite a little.” The word group “take back” includes
terms like “abjure,” apologize,” “renege,” “disown,” and “nullify.” We have also collected eight separate (English) translations of the Bible ranging from the Authorized (King James) Version to Revised Standard Version and the Bible in Basic English. Our program selects one synonym set and two Bible versions (at random), then counts every appearance of each word token listed in the synonym set. Our conjectures are therefore of the form:

“Words in <this category> appear at least 50% more frequently in <this> Bible translation than in <that> one.”

Our prototype strips punctuation and case differences, but does not perform morphological analysis or even word sense disambiguation. Despite this limitation, simple word-counting reveals that the word group “take back” appears approximately twice as often in the RSV as it does in Young’s Literal Translation. We have similarly found that the word group “rhythmical” occurs substantially more often in the KJV than in Darby’s Translation. We have at this writing no explanation, but offer them (along with many other findings) to interested Biblical scholars as a potentially unexplored facet of the differences among different translations. (A list of conjectures will be available both electronically and at the conference—about 40% of conjectures appear to be valid, a percentage we find surprising.)

Testing these conjectures has been relatively easy (if time-consuming): We simply attach the program to a large database (in this case, of Bibles) and allow it to sample from the database until it has either confirmed or rejected the hypothesis to its satisfaction. (For example, there does not appear to be a significant difference in the word group “unauthorized” between the RSV and the American Standard Version.) We can extend such a program even to help solve the “how do you read a million books” problem, since the program could not only do the bulk of the initial reading to see if the hypothesis is true in the first place, but would automatically generate a reading list for scholars interested in following up on the conjecture. (At a second per book, a computer could analyze all million texts and deliver a list of how each work fared vs. the conjecture in less than two weeks. By contrast, a human closely reading one book per day would require 3000 years to read a million books.) Even our prototype system can examine many more categories and hypotheses than even the most avid and interested human reader—in its first 24 hours alone, it found more than 200 possibly interesting differences between Bible versions.

As a further extension, we have extended the Conjec-

Although our prototype is limited to text analysis, the possibility of automatic conjecture generation may extend further. A large and rich database of GIS and/or census information may be able to support, for example, conjectures of the form “<Object A> is more common in <Environment X> than <Environment Y>.” An example of such a conjecture would be a relationship previously unimagined between the number of veterinarians and Methodist churches in coastal counties.

What are the benefits of such a program? This conjecture generator can deliver a set of (partially) validated observations about easily observable, superficial properties of the texts in the library (or points in the database more generally defined). By construction, all published conjectures are more or less guaranteed to describe something true, at least about the library. These partial truths, to humanists interested in the study of the library, may represent insights that they have not considered and a the particular hypothesis under study. Indeed, the scholars may lack the time to familiarize themselves with every volume in the library, and may not even be “digital” enough to understand the computer analysis, but who may be interested enough to see out the new material that they now know is there.

At the simplest possible level, 1000 validated conjectures are 1000 topics for student projects, research papers, or Ph.D. theses, a partial solution to the “I need to do a term paper but don’t know what I want to do it on” question that plagues all supervisors.

More generally, however, this program would also allow humanists to concentrate their efforts on what is generally the most interesting and rewarding part of humanities research; the search for an explanatory theory of human behavior. By giving scholars a list of statements that are probably true, they can concentrate their efforts on producing statements and theories that are genuinely meaningful.
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Authorship Attribution (Juola, 2008) can be defined as the inference of the author or her characteristics by examining documents produced by that person. It is of course fundamental to the humanities; the more we know about a person’s writings, the more we know about the person and vice versa. It is also a very difficult task. Recent advances in corpus linguistics have shown that it is possible to do this task automatically by computational statistics.

A key question, however, in any statistical study (not just of text statistics) is whether the data or methods will transfer from one domain to another. Statistical analyses hinge on assumptions which may or may not be met by different languages, and of course, data which is representative of one domain is highly unrepresentative of any other, by definition. A method that performs well in one area may fail miserably in another. As an example, a part-of-speech tagger with 96% accuracy on newswire data may achieve only 50% on chat logs. (Craig Martell, p.c., 2008)

In light of this finding, cross-problem transference can be a major problem for statistical authorship attribution. Should we expect an authorship attribution system that performs well on, say, English, to also perform well on Dutch, Serbian, or Chinese? Alternatively, is it reasonable for a scholar of, say, Polish poetry to have confidence in methods that have been tested to perform well, but only on English documents? This, of course, is a major problem, especially with problems of “forensic” interest where the accuracy rate is one of the major considerations regarding the evaluation or even admissibility of evidence.

The JGAAP software framework (Juola et al., 2006) in conjunction with the Ad-hoc Authorship Attribution Competition corpus (Juola, 2004) provide us with some preliminary results. JGAAP (described elsewhere in this volume) is a modular, Java-based program capable of performing thousands of different types of authorship attribution methods on a well-defined corpus. The AAAC comprises 13 authorship attribution problems in a variety of languages and genres. This setup makes large-scale performance comparisons among categories practical.

For example, 8 of the 13 AAAC problems involved English text (in some form or another), but 5 involved other languages such as French, Dutch, Latin, or Serbian/Slavonic. If authorship attribution did not transfer well, we would expect to see little correlation between the average performance of a method on English texts and its performance in other languages, as high-performing methods would not necessarily remain high-performing in other environments. Conversely, if we see a high degree of correlation across languages, this argues for a high degree of transfer.

As part of some other large-scale technical comparisons (this volume), we have gathered 281 separate analyses of the AAAC data using a variety of preprocessors, event set models, and analytic methods, ranging from simple lexical statistics or nearest neighbor histogram measures to complex machine learning models such as support vector machines on word or character n-grams of various sizes. In this database, the correlation between a method’s average performance in English and non-English was 0.6680, a highly significant (p < 0.0001) result. More tellingly, the coefficient of determination ($r^2$) was 0.4462, meaning that approximately 45% of the variation in performance of an algorithm across non-English data could be explained simply by a measure of its performance on English-only data; variations in genre, register, or even variations across the broad category of languages-that-aren’t-English have only a little more effect in total. (We should add that work is ongoing and the 281 analyses will undoubtedly be expanded in the next several months; these numbers are therefore only preliminary and updated results will be presented.)

Similarly, we can divide the AAAC problems into “large” problems (those with training samples of more than 100,000 characters each) and “small” ones. (Of the 8 English problems, 4 were large; of the five non-English problems, 3 were large.) Across the same 281 analyses, the correlation between performance on large problems and small problems was again highly significant ($r=0.6061$, $r^2 = 0.3674$), meaning that almost 37% of the variation in performance was explained by predicted performance on other sizes.

This provides strong evidence, then, that good algorithms for authorship in one domain will also be good algorithms for authorship in other domains. In particular, we have hopes that a set of best practices established by looking at one particular data set will be a set of at
least “good” practices in other domains, and can be a useful starting point in a search for domain-specific best practices in other, less studied or novel, domains. Unfortunately, the way that the AAAC data was structured prevents direct comparisons of accuracy (although it is hard to imagine ways to establish that two authorship attribution tasks are “comparably difficult” to enable such direct comparisons). Of course, at one level, one could make the argument that a bad algorithm for English should not be expected miraculously to perform better when transferred to a language the original designer cannot speak or read. But it is still encouraging to find that a good algorithm for English can be expected to perform well in that same unknown language.
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1 Introduction
This paper argues that the most appropriate methodology to use when modeling a historical document for a software environment is one that focuses on modeling for functionality. This functionality is derived from Use Case modeling that should be undertaken in consultation with the User Group. The Use Cases are an expression of the ecological model as they embody the use of the document, by the User, in the software environment. The encoding mechanism largely practiced within the humanities computing community is represented by the TEI (Text Encoding Initiative)[1], which seeks to provide a set of guidelines for encoding humanities documents. However, TEI offers no guidance in relation to creating an encoding of a document that is supportive of the software environment that will host it, or the User. We argue that modeling with recourse to the Logical, the Physical and the Interaction classes enables not just the generation of an appropriate encoding scheme, but also the software to manipulate it. The argument is framed in relation to the creation of a digital edition of an 18th century Spanish Account Book manuscript.

2 Why Should Humanities Researchers Employ Use Case Modeling?
The humanities computing community currently lacks a formalised framework in relation to how to approach the task of modeling documents to reside in software environments. TEI (Text Encoding Initiative) focuses mainly on the skill of encoding using TEI, rather than the knowledge as to how best to encode, which is independent of any technical language. We would agree with the Kings College Humanities Computing course designers, who seeks to promote knowledge based, rather than skills based, learning[2]. It is much more difficult, and more valuable, to create a good model than it is to encode with technical validity.

More and more the humanities researcher is involved in encoding their documents but remain uninvolved in
software design. Unfortunately, this disjoin often results in clunky systems that are not used by the community. Bradley argues that "HC might be more influential if it moved its operations closer to traditional scholarly methods"[3]. In order to "be in a better position to develop a model of the role of computers that does more to support humanities research"[3] the encoder must consider the logical, physical and interaction classes in relation to their own domain when creating the Use Case and dependent encoding model. Modeling how the document is to be used, right down at the low level technical encoding, is of paramount importance.

3 Use Case Models
A Use Case acts as a blueprint for the system design and typically depicts the steps an actor takes while interacting with the software in order to achieve some meaningful goal or task, goal being higher level and task being lower level. These explicit steps are expressed in a formalised diagram using UML (Unified Modeling Language) and can be used by the software engineer to create a supportive software environment. This is a higher level of abstraction. The Use Cases model the ecological system, which is then used to build a software environment that encapsulate the functionality required by the researcher. At a much lower level of abstraction, the researcher who is involved in encoding their source must create a model of the source document that supports, and is part of, the ecological system model.

The Alcalá Project was originally proposed as a digital humanities project to mark a humanities collaboration between the University of Alcalá de Henares (UAH), Spain, and the National University of Ireland, Maynooth (NUIM), Ireland. The source was to be a Spanish eighteenth century account book recording the monthly expenses of the Royal Irish College of Saint George the Martyr. In eight weeks, the source manuscript was chosen, encoded and made available in a web based, dual language, searchable and interactive environment. More importantly, it was developed to aid the historian in answering historically pertinent research questions that are specifically prompted by the historical object, an account book. In the remainder of this paper we will refer to this digital artefact for examples. Please see figure 1.

In the digital edition of the Alcalá Account Book manuscript a transcription and translation are provided for the manuscript and are presented along with facsimile images of the original manuscript on a page-by-page basis. In addition, it is possible to transfer specific expenses to a datasheet for accounting operations to be performed upon them. This functionality was provided as a result of Use Case analysis. A typical example of the goal a user might wish to accomplish using the original manuscript might be, “calculate how much was spent on bread at the college in 1778”. At a lower level of abstraction, this Use Case requires six steps be performed by the User. If the User speaks only English then they must (1) select the translation as the version to search, (2) enter bread as the keyword for the search, (3) examine the returned facsimiles from 1778, (4) select the entries in the account book pertaining to bread using the checkbox, (5) transfer the pertinent entries to the datasheet for calculation, and (6) switch to the datasheet view to read the total.

4 A Model Framework: Logical, Physical and Interaction Classes
The above Use Case is a good example of how the software environment should support the User. However, there is no detail about how the steps should be achieved by the software, instead everything is from the User’s point of view. Additional steps must be performed by the software environment, for instance, the first step now becomes (1a) Interface presents translation, transcription and facsimile image of first page (1b) User selects translation on the screen. This poses a problem for the researcher charged with encoding the document.

The above Use Case requires information from three different classes: the logical, the physical and the interaction classes. The logical class is a model of the content of the document, e.g. monthly expenses; the physical class is a model of the document e.g. pages; the interaction class is a model of how the User interacts with the document and, by extension, how the User interacts with the software environment’s representation of that document.
The encoding, though only part of the ecological system model, must support the functionality in the Use Case and thus must support the three classes: logical, physical and interaction. Failure to support the interaction class will result in the software engineer being unable to fulfil the Use Cases. For instance, in the Alcalá Account Book encoding scheme each page was labelled with a unique page identifier, unlike the manuscript where only pages with text were marked by an archivist. This allowed the software engineer to return the exact page that a search requested. Without prior knowledge of the Use Case, “search for page number 10”, and how the software engineer would implement that Use Case (the interaction class), and thus his technical requirements, this could not have been performed. Thus, the humanities researcher who encodes must also be aware of the interaction class and the requirements of the software engineer.

Furthermore, the encoding of the logical model must also take cognisance of the User’s requirements. A single document can be researched in many different ways, for instance a historian may be interested in the social history captured in the Alcalá Account Book manuscript or they may be interested only in the prosopographical information that can be gleaned from it. Choices need to be made in representing the contents of the document. In relation to encoding specifically, tags must be created to give context to content, and segmentation of the document must be performed to decide what should be contextualised. These decisions should all be derived from the Use Case. While encoding the information the encoder must always be mindful that the Use Cases can be fulfilled. For instance, in the Alcalá Account Book encoding each of the expenses was labelled separately and broken down into its description and the sum spent. This allowed us to manipulate the figures separately on the datasheet so that mathematical operations could be performed. Without this separation of the sum spent we would have been unable to contextualise the figures as “money” and thus would have been unable to fulfill the Use Case, “how much was spent on bread in 1778?”. Furthermore, without recourse to the interaction class component of this Use Case, the intuitive interaction offered by the clickable facsimile would have been foregone. In this alternative scenario, the figures required by the query are directly manipulated on the facsimile image. The User can click on those manuscript account book expenses that they wish to interact with. The expense items are simultaneously selected on the facsimile, in the translation text, and in the transcription text; they can then be sent to the datasheet for further manipulation. This simultaneous selection imparts to the User the sense that all the version are integrated, and are representative of the original encoding. The interaction becomes more intuitive, closer to the usability of the original document, but enhanced. Although it is both possible and necessary for a researcher skilled in humanities to be the primary articulator of Use Cases that encompass both the physical and logical classes, it is more difficult to articulate those parts of the Use Case that derive from this interaction class and a dialogue should be opened here with a practitioner knowledgeable of Computer Science and Software Engineering.

5 Limitations of Use Cases
Use Cases have some well documented problems associated with them [4]. The most pertinent problem is that Use Cases can only be successfully used when the modeler has a full understanding of the problem domain, in this case, some humanities data or object. This limits their usefulness to cases when it is possible to fully understand the humanities data or object in question before the digitisation takes place. Data is always created in some context and can thus be understood. This is not necessarily true for humanities objects, such as novels. These are less definable and thus are sometimes digitised to aid in the investigation of their meaning. Use Cases are less useful when the aim of the digitisation is to promote prima facie discovery or investigation of the humanities object. To overcome problems associated with requirement drift it would also be important to combine this approach with an iterative design process, as opposed to a sequential. This would ensure that the Use Cases could also be updated to reflect the most current set of requirements for the project and help to avoid, “the biggest iteration of all, going back to the start”[5]. The Use Case is just one tool available to the humanities computing researcher from the arsenal of software engineering paradigms, for instance Rapid Application Development [6] and Participatory Design (where the end Users are actively involved as consultants in the design of the software ecological system) would be valuable [7]. Situating the design and use of Use Cases within these software engineering paradigms would be even more beneficial to the humanities computing community.

6 Are Use Cases Redundant?
Use Cases are sometimes considered to be the expression of the obvious through highly formalised means, the implication being that the administrative overhead incurred is not justified for the benefit that is produced. It may seem obvious to state that without identifying and then isolating the required pieces of information for a question, you cannot answer that question. However, this is a very basic, and very valuable, step that is missing from many digitisation projects. For instance, a digital repository of “The Chymistry of Isaac Newton” [8] of-
fers diplomatic transcription, normalised version and correlated facsimile image for many documents, including Newton’s most complete laboratory notebook. The documents are fully keyword searchable. The “ultimate goal is to provide complete annotations for each manuscript and comprehensive interactive tools for working with the texts”[9]. There is no doubt that this is a very valuable source. However, the encoding does not provide for the functionality that one would initially expect of such a collection, nor can this functionality be added later, without significant recoding. For instance, there is no support in the encoding for implementing a contextual search for logical model elements such as “experiment”, “apparatus”, “chemical”, “method” or “conclusion”. Instead the element tags are drawn from the prose, figures, linking, analysis, names/dates, and transcription tag sets of the TEI. Though already a very rich and rewarding source, it would benefit greatly from this type of functionality. Though already a very rich and rewarding source, it would benefit greatly from this type of functionality. Furthermore, once the Use Cases were elicited and described, the additional work involved in encoding this type of functionality would have been minimal. It may seem obvious to software engineering experts that to build a system one first has to define precisely what the requirements of that system are, but this is not the widespread practice within humanities computing.

7 Conclusion
Use Cases do not, of themselves, provide automatic quality and clarity of a digital artefact, or of the encoding built upon it. They function as a tool to aid the improvement of the ecological software environment so that the main requirements of the User can be satisfied. The creation and implementation of the Use Case still requires skill and knowledge, and still depends completely on the writer of the Use Case, the software engineer and the encoder. However, this level of knowledge would be demonstrably more valuable to humanities researchers than the text-encoding skills currently being promulgated. In relation to ascertaining the appropriate level of abstraction McCarty posed the question, “For us in the digital humanities, when and how does it matter that we know directly what’s in the cellar?”[10]. We contend, “that from the outset (when it matters) researchers should know how, at least at a detailed pattern level, what they want to do, now and in the future (how it matters).”[11] This detailed pattern level is exemplified by the knowledge of how to create Use Cases. The researcher who wishes to operate at a lower level of abstraction and actually encode the humanities document must first have this high-level knowledge. In order to create an encoding scheme based around a document they should, in addition, have knowledge of the logical, physical and interaction classes. Only then can they appropriately apply that knowledge at the skill-level in an encoding. Both the

problem domain (humanities research) and the software engineering pattern required to create appropriate Use Cases are very demanding of the researchers involved. Both areas demand high levels of expertise and understanding. Consequently, it is unusual to find this level of specialisation in one person. The solution is not to promote the assimilation of software engineering skills within humanities disciplines, but rather to promote the dialogue between the experts at a suitable design and abstraction level—that of the Use Case.
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1 Introduction
In September 2008 we commenced delivery of a Humanities Computing module at undergraduate level to twenty seven students of the National University of Ireland, Maynooth (NUIM). The module was offered by the Computer Science Department and operated and delivered by An Foras Feasa and was designed and delivered, pedagogically, as an authentic learning experience [1]. This paper gives an overview of the aims of the module, the curriculum, the module assignment and student support, assessment, and the process for evaluating the module. We also provide details on the continuous assessment project based on the creation of a repository holding a collection of digitised 19th and 20th century religious pamphlets.

2 Humanities Computing Module
A key aim of the module is to foster in the students some understanding of humanities problems, to recognise how and when a solution could be found using Computer Science Software Engineering (CSSE) methods, and finally, how to apply CSSE methodologies and technologies to create solutions. Having researched the King’s College London (KCL) Humanities Computing final year project [2] offered by the Centre for Computing in the Humanities (CCH), we decided that an emphasis should be placed on the general application of CSSE principles rather than specific tools, which can date quickly. Figure 1 provides the for the module description as it appeared in the NUIM’s Book of Modules.

The module was delivered over 12 two-hour lectures, supplemented by 12 two-hour labs. The student was expected to perform and additional 32 hours of independent study. The lectures provided the theoretical framework for, and overview of the issues associated with, humanities computing. The labs were considered to be of paramount importance and a strong emphasis was placed on the delivery of a digital artefact by the end of the semester.

The module has two primary learning objectives: firstly, the students would know how to design and create a digital artefact to solve a humanities problem, and, secondly, they would hold informed opinions as to why specific technologies and methodologies were chosen. In this way one can see that the methodologies of the two main disciplines (Humanities and CSSE) were used as the framework for the students’ evaluation and critique.

3 Module Assignment and Student Support
We applied a pedagogical approach known as authentic learning in the design of the module; this approach “allows students to explore, discuss, and meaningfully construct concepts and relationships in contexts that involve real-world problems and projects that are relevant to the learner” [1]. The continuous assessment assignment was chosen because it represented a typical real-world, humanities researcher, problem. The form of the continuous assessment assignment would mean that the students would have to engage, in a real-world sense, with the assigned problem.

The continuous assessment assignment was based upon creating a digital artefact derived from 19th and 20th century pamphlets produced by the Catholic Church in Ireland. The assignment was to be completed within the laboratory and independent study times. Each two-hour lab session was presided over by a demonstrator who was available to answer queries in relation to the work. While the lecturers would provide guidance, instruction and information in relation to the practical project, it was also expected that the students would use outside resources to research and implement their system. The assignment was formalised as in Figure 2.

It was also decided that the course assignment would be conducted by teams of students. Team work is often required in industry thus this learning experience, beneficial in itself, would aid the team-members in their career. Team work is also a necessity in most software engineering projects as they generally require diverse and wide-ranging expertise unlikely to be found in one individual. Each team had at least one student whose home discipline was Computer Science and Software Engineering (CSSE).
It was considered important to provide the students with an understanding of the technology most used by the Humanities Computing community, therefore, TEI (Text Encoding Initiative) was selected as the encoding language rather than XML (Extensible Mark-up Language). However, of the time spent in lectures on encoding, roughly half of that was devoted to XML in order to provide both context for TEI and a basic working knowledge of encoding. The students were expected to evaluate the use of TEI as the encoding language in their project presentation and in their written assessment.

The humanities contextualisation derived from the need to understand the problem domain of the User. Early lectures provided an overview of the course content, expectations of the students, examination system, etc. The remainder of the lectures covered the module content as described above. The authentic learning experience was supported in the lectures by inviting the post-doctoral fellow as a guest speaker. This allowed for the framing of the humanities problem (mining 19th and 20th century pamphlets for icons and related text) for the students. The course team believed that the students would be motivated to create the digital artefact knowing that its value would be evidenced in the real-world; the students would “be able to realize that their achievements stretched beyond the walls of the classroom” [3].

4 Assessment
The balance between doing and evaluating was reflected in the marking scheme of the module; 50% of the marks were available for continuous assessment deriving from the lab-supervised production of the digital artefact. The remaining 50% came from a written examination at the end of the semester.

The written examination was open book and consisted of three questions. The students chose two to complete. Each question had three sections: the first section required basic knowledge of some topic in humanities computing, the second section required the implementation of a solution to a given problem within that topic, and the third section required evaluation and critique of the chosen technology and methodology. In order to pass the assessment a student had to display at least an understanding of the topic and some form of critical thinking or solution generation.

The authentic learning approach taken in the design of the module equates to the KCL final year project model in many respects. However, the evaluation of the finished digital product only formed part of the team presentation, which accounted for 5% of the overall marks, or 10% of the continuous assessment marks. It was during this presentation that students also had the opportunity to display the internalisation of the issues surrounding humanities computing and their acquisition of the associated language register. This assessment was particularly suited to evaluating how successful the authentic learning approach had been.

However, the authentic learning approach also dictated that the assessment should be based on real-world concerns. In computer science, the delivery of a functional digital product, before the deadline and to an acceptable standard is the fundamental requirement. While KCL stresses that the project can still be a success even if the technological aspect was a failure, we stressed that the technological fulfillment of criteria was of critical importance. Failure to deliver a digital artefact, for any reason and no matter how well evaluated, would have resulted in failure in the continuous assessment, thereby making it difficult for the students to pass the module.

The evaluation of the humanities issues and related technologies was to be mainly expressed in the written examination, which equated to 50% of the marks. In this way we sought to balance the module, just as KCL balanced their final project.

5 Evaluation
Evaluation of the module, which will be available in advance of the DH2009 conference, will be undertaken in two ways. Firstly, a post-doctoral research fellow will actually use the repository. Their opinion on how successful the repository is in fulfilling their needs will be highly valued. The students’ understanding of the humanities and computer science issues discussed during the lectures will also be displayed in their written examinations. We are optimistic about their success in relation to the creation of the repository as already we have seen evidence of external research and the use of previously unfamiliar software tools to create considered Project Plans and Use Cases. Secondly, a detailed survey of the students will be undertaken where the students will be asked to critique the module.

6 Conclusion
Designing the module using an authentic learning approach has provided the students with the opportunity to learn very important life skills in relation to team work, deadlines, scarcity of resources and independent research. This has been balanced by providing the students with a theoretical and methodological framework so that an understanding of the problems in the humanities domain that can benefit from computing has been fostered. It is hoped that this module will help, within
the university, to foster a greater understanding of, and appreciation for, humanities computing.
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ECTS Credits: 5.0
Learning Outcomes: To understand and become familiar with technology for the humanities. To examine how computing tools and techniques may be integrated into humanities and what the effects of this integration might be. Students will learn how to use technology to inform new humanities research as well as how it may be used to support existing research patterns; possibilities created by the application of technology to humanities research can be explored and exploited. Students will learn how to apply a wide variety of computing and software engineering techniques in four distinct areas: text processing, image processing, software engineering and digital humanities. How to assess whether computing can be usefully applied in particular circumstances, and what results may be expected.

Content: Fundamentals of the Digital Humanities: humanities research, electronic communications and publishing, text analysis, numerical and graphical analysis and presentation. Introduction to web-based databases. Analysing text: electronic tools to analyse written and transcribed text. What can be learned about a text from using simple analytical techniques? Using graphical analysis to find and understand patterns in data. Creating and using graphs and charts to summarise, visualise and analyse data. The nature of images and how to convert them to digital form: from manuscript, through image capture and XML, to online database. Digital images; commonly used operations and techniques for image enhancement. Digitisation and the creation of online digital resources. Introduction to TEI (Text Encoding Initiative), XML (Extensible Markup Language) and associated tools. Assessment: Total Marks: 100%. Two-hour written examination at the end of Semester 1, not less than 50%. Continuous Assessment up to 50%

You will be provided with a collection of preservation-quality images for several related pamphlets. These provided images must be encoded using TEI. Furthermore, each team is expected to use the imaging facilities in An Foras Feasa’s laboratory to capture at least two additional pamphlets (approximately 2 hrs. of imaging per team).

The team is expected to produce an on-line user interface to access the digital images and associated text. The team should implement interaction facilities for at least two Use Cases (for example, “search the repository for occurrences of keywords”, or “implement linkages between pamphlets”). Full-text and image TEI encoding (35%)

Project will be graded on 5 deliverables:

1. Production of the on-line repository, including User Interface (35%)
2. The team’s preservation-quality image collection (5%)
3. Project presentation by the team (15 minutes) (10%)
4. Full project documentation (15%)

Key dates for deliverables:
- Project plan submitted by 10th October (formative assessment)
- Use Cases diagrams/documentation submitted by the 24th October (formative assessment)
- Encodings submitted by 14th of November (formative assessment)
- Project presentation on the 15th and 16th of December (summative assessment)
- Project documentation submitted by 19th of December (summative assessment)

![Figure 1. CS260 Module Description](image1)

![Figure 2. Continuous Assessment Assignment](image2)

![Figure 3. Marking Scheme for CS260 Module](image3)
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1 Introduction

This paper provides an overview of methods used in bespoke software, MIHS (Mining Interactive Historical Sources), currently under development. This paper considers associational culture and the development of Irish nationalism through the anthropological idea of *Othering* [1] and how customised software aids knowledge construction and historical research.

A brief overview of the historical question reveals that the concept of the Other is a changing manifestation of socio-economic and political conditions. It constructs group identity by labeling and categorising the core group but more importantly those outside it. Irish identity and nationalism, for example, during the eighteenth century is immersed in ideas of Othering, as political and social expressions, such as the Penal Laws, demonstrate how one group, Protestants, ascribe negative attributes to label and define the Other group, Catholics, as second class citizens. This historical research uses customised software that aids knowledge construction by providing an interface and central environment to digitise, store and share sources. The software provides an application to create and extract information by developing *factoids*, defined as the connection of “different kinds of structured information” [2], from primary and secondary sources. These factoids are dynamically generated by the system in response to researcher-defined queries. They are composed of *factlets* and additional XML encoded source information; factlets themselves are observations on sources, chosen and manually encoded by the researcher. The environment also uses data mining, or knowledge mining [3], techniques to generate organised clusters of factoids, called *data clusters*.

MIHS provides a user friendly interface for historians to create and generate an information environment driven by their research question. It creates a database containing relevant information about sources so, for example, a bibliography and footnotes can be produced. However, the database is “an intermediate act, not a final one” [2]. The software supports the user in the generation of factoids, the research-driven encodings of researcher-relevant information, derived from uploaded images of primary and secondary sources. It therefore allows the user to refine and define information of interest and value in order to solve, or inform, the research question. The generation of factoids encapsulates the researchers’ thinking and demonstrates links and relationships between sources and theory based on the research question.

2 Historical Research using Factoids

Bradley and Short discuss the use of factoids in relation to prosopography as a means to provide material for future research and assert that “a collection of factoids does not record a ‘scholarly overview’ of a person [event] that a scholar has derived from the sources s/he has read” [2]. In this context the factoids represent pure information and are not driven or shaped by any research question or agenda. Projects such as *The Prospography of the Byzantine Empire*, described by Bradley and Short, provide a vast array of information searchable by, amongst others, factoid type and source type, and are invaluable to anyone interested in this field of study. The use of factoids ensures information is presented in a structured, relation-based fashion. It provides interaction between different sources and enhances scholarly research. However, Bradley and Short argue that “one of the difficulties with a factoid approach is to establish what kind of ‘factoids’ should be collected from the source” [2]. With this approach, those creating the prosopography database must predict what future users may or may not require.

In contrast, *MIHS* is research driven – factoids are produced in the context of the research question. The software is not only a digital research tool but forms an integral part of the methodology as the software creates factoids based on a “scholarly overview” [2] and scholarly interpretation. The source is encoded using XML (see Figure 1,2,3), though an abstraction of XML is presented to the user where element names and attributes are defined. This ensures the user controls the schema and subsequent representations of the source within the software (tags and categories previously used will be highlighted to ensure continuity) and the actual “task of categorising, grouping and ordering” [2] sources opens a conversation between the user, the sources and the research question.

```xml
<factlet id = “SS0012-F0001” title = “Con-testing Ireland”>
    <category> Penal Laws </category>
    <category>Catholic identity</category>
    <text>
The laws helped fashion an identity for Catholics</text>
</factlet>
```
who in fact had developed differences among themselves over the centuries of colonialism...
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The Penal Laws were used to alienate a whole people; yet by doing this the Protestant elite ensured that Irish Catholics formed and solidify an identity rooted in the exclusive nature of the laws.

Associative groups such as the Catholic Committee develop and articulate the Catholic voice through protest against these laws. Instead of disabling the Catholic majority the laws provide an important target of organised protest.

(Shows the contradictions of the Age of Enlightenment)

Factoids are produced through user and source interaction and the utilisation of the software. To create factoids the user must first define numerous factlets from a source. Each factlet inherits core information from the original source such as location, date, author, etc. Factlets from different sources that are related by subject or category, for instance, then merge to create a factoid. The user will extract information from encoded sources whilst preserving the integrity of the information through easy access to the original source image, thus maintaining source context. Metadata, providing original source information, is available for each factlet contained in a factoid (and indeed factoids presented in data clusters) and is expressed using the Dublin Core Metadata standard.

A typical use, for example is as follows “How do the Penal Laws categorise Catholics as the Other in Irish society?” To answer this question, pamphlets, periodicals, newspapers and other text based sources are used. Figure 4 demonstrates the interaction between source material and the creation of factoids. This example is constructed from a small dataset. As the number of sources increase the benefit of this type of data organisation becomes more obvious. The factoid in Figure 4 represents sources which are concerned with the Penal Laws. In a larger dataset, this factoid can be refined or defined by using relational operators and set relations, creating factoids specific to the user.

Another project that has yielded a database system for prosopography, the COEL database, states a fundamental approach requires that “the data must always be protected against contamination by the interpretation” [4]. This type of approach may be required when presenting historical sources and information for general consumption but in MIHS, user interpretations are paramount. MIHS presents users arguments and reflects his/her line of thought through the construction of factoids. The ability to return to original sources ensures context remains and leaves a forum open for historical debate.

The production of factoids is followed by the use of data mining techniques to generate data clusters. This approach will help with the complexities and magnitude of large data sets and the presentation of large quantities of factoids.
3 Text mining using factoids in MIHS

Data mining methodologies are commonly used within retail, marketing and financial industries. They are used to derive patterns, associations and correlations from small to large datasets, utilising database architecture such as data warehousing, which result in the extraction of data knowledge [3]. Data mining adds value to raw data. Yet apart from its advantages in terms of statistics, data mining techniques can be used for text documents – text mining. Like data mining, it derives patterns and relations from texts and can be used “as partof-speech tagging, word sense disambiguation and bilingual dictionary creation” [5]. It can also be used to create synopses of text by (excluding -the, of, is etc.) calculating frequently used words.

MIHS will use text mining to provide graphical models of data where factoids are represented as nodes on a tree. By using text mining we can extrapolate extra information either from the original text and/or related factoids. Text mining techniques enable the software to carry out text analysis on source material. For instance, the researcher can input milestones like the 1798 Rebellion, and, through language comparison and analysis, interpret changes in society. This may allow the researcher to move towards answering questions such as “After the failure of the 1798 Rebellion is there evidence of a change in attitude towards Irish Catholics?” This technique often yields interesting results because “even if a word only appears once or twice it can be significant if it does not appear at all in the [text] used for comparison” [6]. By mining factoids related to the Penal Laws and specifying dates such as 1798 – which has important consequences for both Irish Protestants and Catholics – the changing socio dynamics emerge through text comparisons, highlighting changes in descriptions and attitudes towards and within the different religious groups.

4 Conclusion

The ultimate aim of the software is to create an on-line community of historians, research and sources, supporting individual and collaborative projects. It will facilitate access to sources, facts and factoids related to research projects, which can be viewed as separate entities or part of scholarly interpretation. MIHS will provide a generic information platform for historians, moving away from software designed for specific research projects, to create a platform for historical debate where users can share sources, factoids and, of course, ideas. MIHS will allow for the construction of database architectures without the complexities often inherent in the creation of historical databases.

The process of managing the vast array of sources re-quired for historical research can be a mammoth task, both in terms of handling the large volumes of data and the subsequent interpretation of sources. MIHS, through the creation of factoids and use of text mining, provides the means to store and organise sources collected. By allowing for self organisation of data, recommendations for data mining, references to related data and manuscripts, the creation of factlets and factoids, among others, MIHS will serve as an important tool in creating well-read and well-informed historical projects.

Notes

1The Penal Laws were a series of anti-Catholic laws passed in Ireland during the seventeenth and eighteenth century.
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Introduction
Given an original sentence, that conveys a specific meaning, paraphrasing means expressing the same meaning using a different set of words or a different syntactic structure. Paraphrasing has been used extensively for educational purposes in language learning, as well as in several NLP tasks like text summarization (Brockett and Dolan, 2005), question answering (Duclaye et al., 2003) and natural language generation. Recently it has found yet another use in steganography.

Regarding paraphrase identification and generation, previous approaches have utilized supervised (Kozareva and Montoyo, 2006) or unsupervised (Barzilay and Lee, 2003) machine learning techniques, finite state automata (Pang et al., 2003), syntactic dependency rules (Meral et al., 2007), statistical machine translation techniques (Quirk et al., 2004).

In the present proposal, paraphrases of Modern Greek free text are learned in two phases. Henceforth, the term “paraphrasing” will stand for shallow syntactic transformations, i.e. swaps of consecutive phrasal chunks. Modern Greek is quite suitable for shallow paraphrasing, due to the permissible freedom in the ordering of the phrases in a sentence.

The paraphrase learning process is based on resource economy: the desire to utilize as minimal linguistic resources as possible, enabling thereby the methodology to be easily applicable to other morphologically rich languages like Modern Greek.

The paraphrased text may then be used for hiding secret information. Steganographic security will depend on the correctness and the naturalness of the paraphrases. Figure 1 shows the architecture of the paraphrase learning process.

Phase 1: The paraphrasing rules
The text corpus used in the experiments is the ILSP/ELEFTHEROTYPIA corpus (Hatzigeorgiou et al., 2000). It consists of 5244 sentences; it is balanced and manually annotated with morphological information. Further (phrase structure) information is obtained automatically by the chunker described in detail in (Stamatatos et al., 2000). During chunking, noun (NP), verb (VP), prepositional (PP), adverbial phrases (ADP) and conjunctions (CON) are detected via multi-pass parsing. The chunker exploits minimal linguistic resources. Phrases are non-overlapping.

A set of nine empirical bidirectional rules is first applied to the input sentences in order to change their phrase ordering. The complete set of rules is described in detail in table 1. Unlike the syntactic tools presented in (Meral et al., 2007), that may be applied only once to a given sentence, each of the rules described here may be applied multiple times (i.e. in multiple positions) to a sentence. Furthermore, more than one rules may be applied to a sentence simultaneously.

For every sentence all the possible combinations of rule applications are formed. This is the initial pool of paraphrases and in the given corpus its size may vary from zero (the sentence does not allow for any paraphrasing) to 80 paraphrases.

Figure 2 shows the distribution of the number of sentences depending on the sentence length (i.e. the number of chunks forming the sentence). Figure 3 shows the dis-
tribution of the number of sentences depending on the initial paraphrase pool size. Almost 80% of the sentences have at least one paraphrase, an impressive number, given that more than 24% of the input sentences consist of five or less chunks.

**Phase 2: Paraphrase learning**

Due to the use of the paraphrased sentences in steganography, correctness in syntax as well as naturalness is of great significance. Steganographic security depends largely on paraphrasing accuracy. Therefore the produced paraphrases are further filtered using supervised learning.

The positions of possible phrase swaps in the input sentences are identified, according to the nine paraphrasing rules. A learning vector is created for each original input sentence and each swap position. The features forming the vector encode morphological and syntactic information for the phrase right before the swap position, as well as two phrases to the left and two phrases to the right. Thereby, context information is taken into account. Each phrase is represented through a set of six features, shown in table 2. The morph feature denotes whether a noun phrase contains a definite or indefinite article and its grammatical case. The num feature is the number of tokens that constitute the phrase.

A total of 5 x 6 features constitute the feature vector, plus the binary target class: valid (yes) / not valid (no) paraphrase. Native speakers have manually annotated 519 instances with the correct class label. 26.4% of them are classified as incorrect paraphrases.

The following table shows the prediction results for various stand-alone classification algorithms: decision trees (unpruned C4.5 tree), k-NN instance-based learning (k=5), support vector machines (first degree polynomial kernel function, sequential minimal optimization algorithm for training the classifier). Accuracy is the number of correctly classified instances divided by the total number of instances. Experiments were performed using 10-fold cross validation.

<table>
<thead>
<tr>
<th>C4.5</th>
<th>k-NN</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Accuracy</strong></td>
<td>75.9%</td>
<td>77.9%</td>
</tr>
</tbody>
</table>

*Table 3. Results for stand-alone classifiers.*

The majority of the incorrectly classified instances are negative (not valid) instances, probably due to their rare occurrence in the data, compared to the positive instances. Support vector machines deal better with predicting negative labels, and reach an f-score of 64.1% for the rare class.

To improve classification accuracy even further, bagging and boosting have also been experimented with. The C4.5 unpruned classifier was used as a base learner for bagging (the optimal bag size was 50% of the training set and 10 iterations were performed) and boosting (Ada-
Boost, again 10 iterations were performed). Bagging leads to the best f-score for the negative class: 65.3%.

The positively labeled paraphrases from the previous phase constitute one part of the final pool of paraphrases. This part consists of paraphrases that have been produced by single phrase swaps, and not by combinations of swaps. The other part (due to the fact that the learning process does not allow for a paraphrase to be formed by combinations of phrase swaps) is formed by those paraphrases derived from phase 1 that are combinations of two or more correct phrase swaps (the positively labeled individual phrase swaps defined by phase 2, i.e. the first part of the final pool).

**Application to steganography**

Steganography is the art of embedding hidden information in unremarkable cover media in a way that does not arouse an eavesdropper’s suspicion to the existence of hidden content underneath the surface message (Provos and Honeyman, 2003; Atallah et al., 2000; Topkara et al., 2005).

Once the final pool of paraphrases is formed for every sentence in the input (cover) text, the steganographic process starts. A secret message, i.e. a sequence of bits, is to be hidden underneath the cover text.

First, each rule is marked with one bit value, depending on its *condition*. By *condition* we mean the right or the left-hand side of the rule (right or left-hand side of the arrow in Table 1). For example, for Rule 1 a bit value “0” could mean the left hand side of the rule, and then a bit value “1” would indicate its right-hand side. In the case of symmetrical rules (Rules 3 and 4), the condition may be determined by considering as NP1 the noun phrase which starts with a letter closer to the beginning of the alphabet that NP2. This rule marking results from a prior understanding between the communicating parties.

The embedding process is then completed in two stages. In a first stage, for every sentence, a paraphrase is selected from its pool. The selection may be performed in a round-robin fashion (i.e. to choose the paraphrase of each rule one at a time), or based on a secret (e.g. a symmetric cryptographic key) shared between the two communicating parties. In case the size of the pool is zero, the sentence remains unchanged, and it is not used for information embedding. If, however, the pool size is greater than zero, a selection is possible and the sentence is useful for information embedding. In the second stage, depending on the condition of the selected rule, a secret bit is embedded as follows: if the bit to be hidden is the same as the condition of the rule, the rule is not applied and the sentence remains unchanged, otherwise it is applied and the sentence is paraphrased. For example, a subject-verb sequence in the input sentence would mean a condition “0” for Rule 1. If the bit to be hidden is also “0”, Rule 1 is not applied and the sentence is transmitted as it is. If the hidden bit were “1”, the rule is applied and the sequence in the transmitted sentence now reads verb-subject, instead of subject-verb.

On the other end, the extractor receives the final text. Having at his disposal the same rule set, (s)he is able to identify the rules that may be applied to each sentence. Sharing the same secret key used in the embedding process, (s)he is able to select the same rule used in the insertion process. For example, reading a subject-verb sequence, and knowing that this sequence indicates a bit value “0” for the condition of Rule 1, (s)he decides on “0” to be the first secret bit. Reading a verb-subject sequence would have meant a condition value “1” and (s)he would have decided on “1” to be the first secret bit.

**Steganographic Capacity**

To obtain a feeling of steganographic capacity, assuming an average word size of 6 bytes/word, and given that our corpus consists of 166,000 words, the corpus size equals roughly 1 Million bytes. Steganographic capacity (the available bandwidth) may be evaluated as follows: Using the current implementation which allows for the embedding of one bit per paraphrasable sentence, 4142 secret bits may be embedded in the corpus. In other words, 1 bit may be embedded every 2000 bits of cover medium size. This bandwidth may increase by exploiting the possibility of embedding more than one bits per sentence, by applying simultaneously more than one rules to the same sentence, or the same rule more than once, which is permitted by our rule set.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td>0.08</td>
</tr>
<tr>
<td>3, 4</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>0.38</td>
</tr>
<tr>
<td>6</td>
<td>0.025</td>
</tr>
<tr>
<td>7</td>
<td>0.028</td>
</tr>
<tr>
<td>8</td>
<td>0.02</td>
</tr>
<tr>
<td>9</td>
<td>0.1</td>
</tr>
</tbody>
</table>

*Table 5. Frequency of rule applicability.*
**Paraphrasing evaluation**

A set of experiments have been performed to test the naturalness and the correctness of the final text. Table 5 presents statistical information regarding rule applicability. The frequency column represents the applicability for each rule (the number of times each rule is applicable in the corpus sentences) divided by the sum of the applicability values of all the rules. As can be seen, subject-verb displacement (rule 1) and adverb displacement (rule 5) constitute together around 70% of rule applications.

The 519 instances of paraphrases were checked for grammaticality and naturalness by two native language experts. Table 6 shows the effect of the output sentences on the language experts. The first error rate indicates the percentage of rule applications that have forced the experts to make modifications in order for the paraphrases to become linguistically correct and natural within the initial pool. Modifications entail swaps in the ordering of the chunks. The second error rate is the same percentage for the final pool. Inter-expert agreement exceeded 94%.

**Conclusion**

The application of shallow paraphrasing rules to Modern Greek sentences for steganographic purposes has been presented. The low paraphrasing level, as well as the absence of any kind of external linguistic resources, enables the easy portability of the methodology to other inflectional languages that are poor in resources. The large average size of paraphrase pools, makes it non-trivial for an unauthorized party to detect the correct paraphrase. An interesting future direction of the current approach would be to take further advantage of the pool size in order to increase the steganographic capacity of the input text.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Error Rate 1</th>
<th>Error Rate 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.8%</td>
<td>7.2%</td>
</tr>
<tr>
<td>2</td>
<td>41.3%</td>
<td>13.3%</td>
</tr>
<tr>
<td>3, 4</td>
<td>21.8%</td>
<td>14.1%</td>
</tr>
<tr>
<td>5</td>
<td>15.9%</td>
<td>11.9%</td>
</tr>
<tr>
<td>6</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>7</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>8</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>9</td>
<td>3.9%</td>
<td>3.1%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>8.2%</strong></td>
<td><strong>5.5%</strong></td>
</tr>
</tbody>
</table>

*Table 6. The rules' error rate.*
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Introduction

Style is an integral part of natural language in written, spoken or machine generated forms. Humans have been dealing with style in language since the beginnings of language itself. Almost everyone who is capable of reading and writing, or even just hearing and speaking, routinely identifies and employs different variations of language in daily life. We easily recognize distinct styles of language and can produce our own in multiple variations depending on the context. Computers, however, are not yet capable of anything that sophisticated.

Automatic processing of text styles poses two interrelated challenges: classification and transformation. There have been some recent advances in corpus classification, automatic clustering and authorship attribution of text using a variety of features and techniques [1][9][19][20][21][24][34]. Integral to each approach is a feature set to be extracted (such as n-grams or vocabulary set), and a learning algorithm (such as neural nets or Bayesian methods), to analyze and label the corpora. Project JGAAP [17] has gone one step further and tried to combine and modularize a variety of different classification methods in a standard library.

In contrast to classification; very little research work is available on style transformation. We, can, however study some conceptually adjacent research areas such as natural language generation (NLG) [13][23][26][30], computational linguistics [10], literary studies, stylistics [2][3][6][7][11][28][33], writing assistants [14][15] and machine translation (MT) [8]. In fact, our problem could be likened to statistical machine translation (SMT), except that instead of translating from one language to another, we aim to transform between two styles of the same language. But unlike SMT problems, we do not have the luxury of large pre-existing associative databases such as dictionaries.

Having studied various views and controversies on the
concepts of style and stylistics within humanities and
linguistics fields, we settle on a definition of style, “as
option” and a conscious choice, provided by Walpole
[33]. We aim to study natural language styles by building
an intelligent, modular and user-friendly system which
is capable of making use of a variety of algorithms and
methods in order to classify and transform pieces of
written text. In this paper we discuss some background
work and definitions, and then we present the overall
designs for a classification/transformation system. We
demonstrate the concept by showing a detectable styli-
sitic shift in a sample piece of text relative to a profiled
corpus representing the target style.

Foundational Assumptions

We make a number of simple assumptions which some
others have also made in relevant literature. The most ba-
sic one is that style can be captured (in a relative sense)
using an unbounded set of style markers that can be de-
tected. This assumption allows us to build digital profiles
of text around the presence and properties of style mark-
ers. A measurable reading of these markers also helps
guide style transformation algorithms. We observe that
automated rewriting of some parts of the text using some
rule-driven rewrite algorithms, can change the statistical
style signature of the text and objectively bring it closer
to or take further away from a given target corpus sig-
nature. To take a trivial example, we imagine a body of text
written in modern English and we wish to transform it to
Shakespearian (early modern) English. One step among
many that would have to be taken would be to transform
all modern pronouns to their equivalent early modern
ones, such as “you” to “thou”, and “your” to “thine”.
This transformation generates a new text which is statisti-
cally speaking, closer to the early modern target. Deriv-
ing the statistical distance is essentially the same thing as
classifying the source text.

Thus, AI system, given text manipulation rules (what we
call operators and transforms) and sets of styles to be de-
tected (made up of style markers) should be able to plan a
series of operations to manipulate a source text such that
it would become as close as practical to a target corpus
profile.

Applications

Style classification and transformation have numer-
ous applications in information retrieval (IR), natural
language processing (NLP), human computer interac-
tion (HCI), and interactive entertainment. Robust style
classification can lead to an entirely new dimension in
searching. Not only are new search parameters such as
style markers and related tolerance levels possible, but
search systems could adopt style searching based on
example of an input text. Style comparison techniques
could provide for more robust and descriptive plagia-
rism detection and digital forensics. Individuals, too, can
use style transformation software to obfuscate and alter
their own style of writing for online privacy reasons. In
HCI, richer and more customizable user help interfaces
are possible. Texts for such interfaces could gradually
adapt to a particular user’s style and facilitate easier un-
derstanding. NLG systems such as [13][14][23][26][30]
already incorporate some level of style (a high level in
case of psychology based [26]) in their generation work,
but could enhance their stylistic variability with text-to-
text style transformations. In MT [8], automatic style
processing could lead to better and more precise trans-
lations. Writers and satirists could use style processing
to help compose language in deliberate and memorable
styles. In interactive entertainment [5], authoring tools
for generating game narratives and non-player character
(NPC) dialogue could be made much richer, more di-
verse and more nuanced without significantly increasing
a human composer’s burden.

Overview of the Style Recognition and
Transformation System

The design for our system consists of three major com-
ponents as shown in Fig. 1. For classification, the system
can store marker statistics for all analyzed corpora and it
can find closest matches among those for a given source
text. For transformation, first the target corpus, typically
made of many documents and the source text are both
analyzed in terms of the presence of all or a subset of
style markers. The system then performs a comparison
between the source and target styles, calculates a stylistic
distance. The Evaluator decides whether the comparison
has yielded a match within pre-defined fuzzy boundar-
ies. If not, the system chooses a transform consisting of
one or more operators to apply to the source text in order
to do modifications. Once the modifications are done,
another comparison is made and if the styles are thought

Fig. 1 System Design
to be still too far apart, more transforms are chosen and applied until the system gets as closest possible to the source style, or if no more transforms are applicable in which case the latest version of the source becomes a “best effort” result of the transformation.

Classification-Transformation Loop
Two databases denoted by cylinders in Fig. 1 symbolize the initial inputs into the system. The ideal situation is if the system already possesses all possible linguistic style markers, and all possible transforms. However, no such comprehensive list exists nor are we likely to construct it. We can begin with a carefully chosen superset of style markers taken from the text classification literature that we have examined but we will surely have to expand it. Similarly, a number of algorithmic text paraphrasing and reformulation rules exist that we can utilize as an initial set of operators. Rather than trying to come up with a huge comprehensive database of markers and transformers, we propose to evolve the list organically as needed during the system development. This is done by a workflow process we call the Classification-Transformation (CT) loop (fig. 2).

For example, we might begin with two generic corpus classes: Shakespeare as target and New York Times as source. Initially, the classification problem could be very simple, only relying on the presence of the aforementioned early modern pronouns. In the first pass, a New York Times source text will be classified as too distinct from the Shakespeare corpus based on the pronoun test. After running a transformation that converts the modern pronouns to their early modern equivalents, the system now will classify the New York Times text as Shakespearian. However, we know by human inspection that the source text is far from Shakespearian. This prompts an investigation leading to identification of more distinguishing features of the Shakespearian text that can be extracted and evaluated in the classification process. In essence an expert detected failure is a failure of style specification and it can prompt us to find better markers. This example was trivial because we would never begin with such a limited set of style markers for classification. We envision at least dozens if not hundreds of markers that we can begin with as the initial set. But the problem is essentially the same. Even with hundreds of markers, the system at some point could misclassify a piece of text that is clearly not (yet) of the target style. At this point, it may not be so easy to come up with additional markers yet we know that such markers must exist or else we would not be detecting a misclassification. Going through the CT loop is an organic way to verify the validity of the transformation process and to prompt investigations of ever-more sophisticated markers and transformers. The added advantage here is that each marker and transformer is now available for future transformation exercises. Thus we are strengthening the system as a whole rather than fine-tuning a specific instance of style to style transformation.

Evaluation
A measure of automatic statistical evaluation is already built in to the system at its core. For previous papers, we showed a declining statistical distance curve between detected styles of the source text and target corpora signifying a move in the desired direction. But the nature of this project demands expert human qualitative evaluation at several levels. First, we must verify the correctness and applicability of individual operators. If necessary, we can add additional constraints or evaluations to maximize correctness of the operators. We will have to aim for the broadest possible scope for the operators, while at the same time preserving the grammatical correctness state of the transformed text. Second, post application of operators, we must verify the correctness/coherence of the entire document as whole. Most operators will operate at the sentence level. However, unforeseen cumulative effects are likely. Thus we plan on periodic corpus transformation samples to be evaluated by human experts. We believe for every mismatch, we can add one or more markers to act as discriminators between the misclassified text and the target style. Over time, we can track diminishing levels of corrections conducted by
human evaluators.
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In this paper, we present on a new project, “$T^3$: Text, Tags, and Trust to Improve Image Access for Museums and Libraries”, the goal of which is to improve access to digital image collections in museums and libraries for art historians, museum professionals, and the general public. $T^3$ combines text mining, social tagging, and trust inferencing to enrich metadata and personalize retrieval. We report on an experiment in which users tag
a selected set of controversial images; with these tags, similarity profiles are created for subjects to build an initial trust network based on agreement or disagreement. By processing related text through the CLiMB toolkit, we have a third source of evidence for evaluating the role of trust and for assessing the relationship between tags and text terms. We will present collection criteria, including image selection, text identification and choice, and interface choices for data collection and analysis.

The fundamental and driving research issue in this project concerns the relationship between the language of image description and an image itself. The University of Maryland’s Institute for Advanced Computer Studies and College of Information Studies, the Indianapolis Museum of Art, and fourteen other museums have joined to conduct research on new methods to improve user access to digital image collections in museums and libraries. Studies on image searching indicate that current subject description and cataloging practices in museums, libraries and other art historical collections are inadequate for many end user needs. Trant, et al. 2007, as part of the steve.museum project, report that search behaviors for users of the Guggenheim collection do not match the descriptive practices of museum personnel. This disconnect results in unsatisfactory and unsuccessful image access for users. Similarly, in Klavans et al. 2008, observations of image cataloging practices in academic visual resource centers reveal that typical records include less than eight subject terms per image with many records containing no subject terms at all. Social tagging is a way to obtain richer, more varied, and more user-oriented subject terms. However, social tagging brings with it the problem of authority and trust: Whose authority is a given user prepared to accept? Whose tags does she want to trust to retrieve relevant images? (Trant and Wyman 2006, Axelrod, Golbeck and Shneiderman 2005).

T³ is a collaborative, cross-disciplinary project comprised of academic researchers, digital librarians, and museum professionals. We explore the application of techniques from computational linguistics and social tagging to the creation of linkages between the formal academic language of museums and the vernacular language of social tagging. We use text mining algorithms, taxonomies, and lexical resources to identify suggested terms and aid users in tagging images and then retrieving images based on tags assigned from many different perspectives. We use the trust a user places in particular metadata sources, e.g. other users or other sources, to infer a weighted set of results for their searches. Consideration of these weights in ranking algorithms—along with term relationships from lexical resources—has the potential to produce high-quality, focused, personalized retrieval of works from image collections.

The T³ integrated system builds on three prior research prototypes:

1. CLiMB (Text Mining for Terms): Applies computational linguistic techniques to mine texts associated with images for terms which are then disambiguated, mapped to standard ontologies such as the AAT, and reviewed by museum and library staff for enriching image catalog records with high-quality subject metadata.

2. Steve.museum (Tagging): Uses social tagging of images for generating metadata and engaging museum audiences. The current project uses steve tools and methods to explore the roles and usefulness of non-expert enthusiasts in enhancing existing documentation.

3. FilmTrust (Trust Inferencing): Incorporates trust networks to assign trust values. By gathering input on users’ preferred sources, including other users, a trust network automatically assigns values, sourced from both text mining and tagging, based on user perspectives. T³ will explore the process of extending trust of other users’ opinions (i.e., “this user likes the same works I like”) to generate values for image descriptions.

This project addresses fundamental research questions in the area of digital image access. Armed with answers to basic research issues, we are able to design environments for improved image access and improved user experience. Research issues include examination of hypothesis to:

- Improve the user experience in finding works of art and interacting with works of art and collections.
- Improve the understanding the relationship between language and visual art, including the use of facets and other knowledge structures to elicit useful tags and assist users in searching
- Examine the relationships, associations, and linkages between terms from different sources, specifically from users, text-mining, and cataloging.
- Study when and how an understanding of sources impacts the value of terms to users and museums, and personalizes the user experience.
Our hypothesis is that through disambiguation and trust information, we can filter out excess terms and rank acceptable terms. This provides users with the capability to adjust their preferred threshold for precision over recall, or the reverse. Specifically, disambiguating terms using a faceted thesaurus provides users with the ability to narrow or expand their searches based on clearly defined concepts. For the trust component, we gather input from users on which sources (people or text) they trust to help us judge how much trust and authority to give to the tags/terms originating from these sources. The trust and authority “ratings” for tags will be used to filter them and/or order the way they are presented. This helps users by showing them the most trusted and authoritative terms first, thus facilitating the user’s perusal of query results. Dynamic personalization of these filters helps the user by producing trusted, focused results for queries.

Our initial experiments will explore how users judge trust in this context. Our subjects will tag a series of images and then will rate how much they trust a source (people or text) based on the tags/terms it applied to the same images. Using this data, we will analyze how similarity in tags/terms relates to trust values and if there are particular types of words that have a stronger influence on trust (e.g. emotion words vs. color words). These insights will provide the basis for an initial implementation of our prototype that personalizes search results based on trust. The tagging interface for this experiment is shown in Figure One:

![Figure 1. Controversial Image for Tagging for Trust Experiment](image)

T³ is building an open source working prototype for analyzing and processing terms which serve multiple user communities and allow us to:

- Develop and test new methodologies that group authoritative terms and social tags based on conceptual and semantic relationships
- Test trust-based personalization of results for different user groups
- Research the potential of these new technologies for engaging museum audiences and their impact on the evolving professional landscape of image access

T³ is funded as a National Leadership Grant by the U.S. Institute for Museum and Library Services. The project is led by Dr. Judith Klavans of the University of Maryland, Robert Stein of the Indianapolis Museum of Art, and Susan Chun, Independent Cultural Heritage Consultant. Dr. Jennifer Golbeck, Assistant Professor in the College of Information Studies at the University of Maryland, is co-PI leads the trust component of the research, and Dr. Dagobert Soergel, Professor in the College of Information Studies at the University of Maryland, leads ontology and knowledge representation aspect of T³. The museum working group is providing users, catalogers, content, and feedback to aid in the research.
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The CLiMB (Computational Linguistics for Metadata Building) project addresses the existing gap in subject metadata for images, particularly for the domains of art history, architecture, and landscape architecture. Within each of these domains, image collections are increasingly available online yet subject access points for these images remain minimal. In an observational study with six image catalogers, we found that typically 1 – 8 subject terms are assigned, and that many legacy records lack subject entries altogether. Studies on end users’ image searching indicate that this level of subject description is often insufficient. In a study of the image-searching behaviors of faculty and graduate students in American history, Choi and Rasmussen 2003 found that 92% of the 38 participants in their study considered the textual information associated with the images in the Library of Congress’ American Memory Collection to be inadequate. The number of subject descriptors assigned to an image in this collection is comparable to what we found in the exploratory CLiMB studies. Furthermore, these searchers submitted more subject-oriented queries than known-artist and title queries. Similar results demonstrating the importance of subject retrieval have been reported in other studies, including Keister, Collins, and Chen 1994.

Under the hypothesis that searchers do not find images they seek partly due to inadequate subject description in metadata fields, the CLiMB project was initiated to address this subject metadata gap by applying automatic and semi-automatic techniques to the identification, extraction, and thesaural linking of subject terms. The CLiMB Toolkit processes text associated with an image through natural language processing (NLP), categorization using machine learning (ML), and disambiguation techniques to identify, filter, and normalize high-quality subject descriptors. Like Pastra et al. 2003 we use NLP techniques and domain-specific ontologies, although our focus is on associated texts such as art historical surveys or curatorial essays rather than captions; unlike generic image search, such as in Google, we analyze beyond keywords and we use text which is specifically and clearly related to an image. For this project, we use the standard Cataloging Cultural Objects (CCO) definition of subject metadata as including terms which provide “an identification, description, or interpretation of what is depicted in and by a work or image.”

In order to understand the cataloging process and to inform our system design, we conducted studies on the image cataloging workflow and the process of subject term assignment. Our goal was to collect data on the humanities-driven process as a whole to be able to incorporate our results into an existing workflow and thus assist a portion of the workflow with automatic techniques. An additional purpose of studying the cataloging process was to permit the development of system functionality, i.e., the implementation of rules or the use of statistical methods to identify high-quality subject descriptors in scholarly texts. As part of the CLiMB evaluation, we have established a series of test collections in the fields of art history, architecture, and landscape architecture. These three domains were selected in part because of the existing overlap in domain-specific vocabulary. Testing with distinct but related domains enables us to test for disambiguation issues which arise in the context of specialized vocabularies. For example, the Getty Art & Architecture Thesaurus (AAT) provides many senses of the term panel which apply to either the fine arts, architecture, or both, depending on context. In the context of fine arts, panel may refer to a small painting on wood whereas in the context of architecture, panel may refer to a distinct section of a wall, within a border or frame.

Figure 1 shows the CLiMB architecture which produces subject term recommendations that can be used into the image cataloging workflow observed in visual resource centers:
CLiMB combines new and pre-existing technologies in a flexible, client-side architecture which has been implemented in a downloadable toolkit and which can be tailored to the user’s needs. In addition to matching segments of texts to referenced images, we are developing methods to categorize spans of text (e.g., sentences or paragraphs) as to their semantic function relative to the image. For example, a sentence might describe an artist’s life events (e.g., “during his childhood”, “while on her trip to Italy”, “at the death of his father”) or the style of the work (“impressionism”). A set of seven categories – Image Content, Interpretation, Implementation, Historical Context, Biographical Information, Significance, and Comparison – has been initially proposed through textual analysis of art survey texts. These categories have been tested through a series of labeling experiments. Full details are available in Passonneau et al. 2008. The output of this categorization will be incorporated in future versions of the Toolkit, and will be used as part of the disambiguation component.

An important contribution of the CLiMB project is the development of a disambiguation component, enabling the system to move beyond standard keyword-based indexing by associating words and terms that have multiple meanings which correspond to different descriptors with the correct meaning in context. The ability to select one sense from many is referred to as lexical disambiguation. Results of our ongoing studies on sense disambiguation using hierarchically structured faceted thesauri and lexical resources, such as the Art and Architecture Thesaurus and WordNet, will be presented. We have experimented with the use of WordNet, with different levels of the facets of the AAT, and with different degrees of filtering for modifiers in noun phrases. We also have results on setting weights for each of these factors to determine the most accurate disambiguation techniques.

One of the most vexing problems in word sense disambiguation is the fact that often several senses could be considered correct within a given context. Therefore, evaluation can be a challenge since there may be no clear-cut right or wrong. The need for fuzzy evaluation will be discussed in our presentation, with a demonstration of different ways to measure precision and recall against a “moving target” baseline.

Figure 2 shows the CLiMB interface in its current state as of Fall 2008; as we use the results of our experimental research, this interface may change as of the time of presentation of the paper.

To sum, in this paper we will present:

- The problem of subject term access in image retrieval
- The CLiMB system, which utilizes computational linguistics and machine learning to improve basic keyword search through:
  - Semantic categorization of text segments
  - Disambiguation
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At DH2007 a special session on “finishing” large humanities research projects (now forthcoming as a cluster in DHQ) suggested, in part, that particular stages of such projects might be completed, but that continuing institutional support was important for the long-term sustainability of the projects and their products. At DH2008 a special session was devoted to “Aspects of Sustainability in Digital Humanities,” in which technical, organizational, and scholarly dimensions were discussed with reference to a museum project, along with metadata and the issue of portability in other settings. In this paper, we would like to continue the theme of sustainability. We will discuss issues of institutional support for a large digital humanities project, and then propose collaboration with the university library as the only realistic option for long-term sustainability in our environment. We believe that our experience is typical of the situation for other projects, large and small, that many digital humanities faculty now face at their institutions, and therefore that our experience is also typical of the demands that will be placed on libraries to sustain faculty digital research for the long-term.

As for many digital projects, the Linguistic Atlas Project (LAP) began with computing resources located within the research office itself, first personal computers and later servers. When the university created a research computing service (as an addition to the institution’s administrative and instructional services), LAP was one of the first clients—the editor of LAP was even asked to help design the service. However, over the course of several years the funding structure for the research computing service changed from an essentially institutional budget with additions from externally funded research, to a fee-based service much more dependent on research with annual external funding. This meant that humanities projects like LAP, while not excluded from the research computing service, either needed to find consistent external funding or hope for sufferance from the paying customers. Neither of these options appeared
likely to sustain LAP digital products and archives over the long term, and, citing budget pressures, the university administration declined to guarantee funding for gaps in the external funding that LAP has regularly solicited and received. LAP reacquired a server for its research office and 20 Tb of storage space for its large and growing multimedia archive.

Enter the University Librarian. During discussions about institutional support for LAP, whose paper and audio tape records are stored in a library special collections facility, the University Librarian suggested that the library was expanding its multimedia collections (e.g., our institution hosts the Peabody awards, and so has an important interest in archiving TV materials), and even the large multimedia collections of LAP could be incorporated there. Unlike the research computing service, the mission of the library includes archiving and dissemination, now increasingly of digital materials as well as traditional paper. We are now developing cooperation not just for a multimedia archive, but also for dissemination of LAP products and information through library means in the context of continuing scholarly activity.

The terms of our cooperation can be discussed under just the headings of the DH2008 sustainability session:

—Technology. Two issues dominate here, long-term storage and security. It had been planned that LAP materials would be stored on spinning disk in the research computing service storage array. However, the library holds its multimedia collections on LTO-4 tape. The latter is much more cost effective; however, tape storage requires periodic refresh of the medium (which the library will carry out indefinitely as part of its archival mission), and limits the speed of access to the materials. LAP and the library intend to disseminate the project’s multimedia (audio, and later image) products, but the speed of online access is not required for all materials. We will discuss what can be disseminated online and by other means and the terms of such dissemination, as well as the balance between spinning disk and tape in a setting like ours.

Security is an issue for the online presence of LAP at the library. The project has had a heavily interactive Web presence including GIS for over a decade, first on servers in the research office and later at the research computing service. However, the library has not provided interactive Web access of this kind before. We will discuss integration of LAP programming into the library server system, including reversal of the previous practice of heavy server-side scripting to place more emphasis on client-side processing.

—Organization. LAP and the library will use metadata standards developed for library and linguistic collections, but the question of standards is not trivial because metadata practices for libraries and linguists have not developed in parallel owing to different goals of the practices. We will discuss the resolution of these differences.

We will also discuss the organization of the partnership of the library and the LAP. Just as for the research computing service, there are real costs associated with continuing services provided to LAP by the library. However, the difference in the mission of the research computing service as compared to the library makes a difference in how such costs might be borne over the long term. Periodic infusions of external funding can assist the library to accomplish its goals, but the improved match with LAP as an archival and information resource makes it more reasonable to provide continuing support for the project without annual external funding.

—Scholarship. LAP cannot just be given over to the library in its entirety because it remains very active in scholarly work. As long as LAP continues to conduct new research, it can cooperate with the library to keep its Web presence up to date including both links and programming for interactivity. The LAP archives can be extended with new material, but also with new versions of old materials (such as digital images of paper records). We will discuss how new work and additional aspects of older materials can continue to round out LAP collections in the library, as an active partnership instead of a static archive.

We believe that cooperation at our institution between the library and a large digital humanities project should not be a singular occurrence. Some digital humanities projects have always been associated with and supported by the university library, and many libraries, including ours, have been active with their own digital initiatives. However, a great many more digital humanities projects began as separate faculty initiatives, and many libraries are now interested in developing their digital archives and activities. If independent projects are to be sustained beyond their initial development, they will require the sort of new partnership that we discuss. Libraries, too, can enhance their digital activities through cooperation with faculty digital humanities projects as information resources. We hope our partnership can provide a model.
Babylon: Displacement and Recreation of Calderón’s Life is a Dream

Elizabeth Sofia Lagresa
University of California, Santa Barbara
elagresa@gmail.com

With the emergence of digital texts and the movement to digitize existing texts, a complementary push to develop digital means of textual analysis continues to surface. New digital analysis tools can draw on large databases of texts or apply multiple analysis methods to a single text in minutes. Thus, digital textual analysis potentially provides the opportunity to examine large amounts of texts in scant time (Moretti, 2007), while offering visualization potentials that exceed that of texts. For example, these tools can create graphs of word occurrences, map those occurrences according to concordance, or remove all occurrences of a word to show its frequency in a text.

Described by Rockwell (2003) as exploring “the question of the relationship between how we represent texts, how we see them, and our theories of textuality,” textual analysis generally seeks to identify patterns within the text, such as concordance or unity (Rockwell, 2003), meaning (Samuels & McGann, 1999), truth (Brooks, 1947), or rhetorical strategy (Bazerman & Prior, 2004). Yet, another implication of digital textual analysis is that it involves the re-creation of a text. This provides an opportunity for us to develop a heightened understanding of what is the role of readers and writers as co-creators of literature, and establishes the theoretical basis necessary to link textual analysis with translation. As its Latin root translatio (to transfer, to carry, to bring across, to displace) suggests, translation’s basic function is to move meanings from one context to another; consequently, translation can denote concepts such as paraphrase, decoding, interpretation, communication, and even recreation.

Borges’ theory of translation, as illustrated in his famous works “Pierre Menard, Author of the Quixote” and “The Translators of the One Thousand and One Nights,” opens up a world of limitless possibilities by elevating translation from an act of reproduction to one of re-creation. In the fictional short story Pierre Menard, Borges highlights the importance of the context, the reader and the translator as co-creators of meaning, ushering a new theory of literary criticism and translation that trivializes the preoccupation with notions such as faithfulness, authorship and originality. He supports this theory in his essay on the translators of the Arabian Nights, by making the translator’s infidelities into what is most important and valued. As a result, he demonstrates that literary translations can produce diverse representations of the foreign text and culture, which ultimately enrich both languages and texts through the act of remaking.

Utilizing Borges’ theory as the conceptual backbone, this project blends traditional and digital methods of textual analysis to create visualizations (tag clouds, word trees, influential word maps) that serve as entry points for analysis. With the goal in mind of investigating translation theory, the paper studies the effects of man-made, machine-made translations, and digital text-analyses of a passage from Spanish Golden Age drama. This approach provides a greater understanding of how Spanish source editions (Cruickshank, and Williamsen), man-made translations (Racz, FitzGerald, and MacCarthy), and machine-made translations (Babylon software) versions of a soliloquy from Calderón’s play “La vida es sueño,” compare and contrast to one another. To re-create both source and man-made translation texts the Babylon translation software tool was applied, first to convert them from Spanish into English, or English into Spanish, and then to translate those versions back into the original language, Spanish or English. After completing the first level operation of running the source text repeatedly and recursively through the Babylon translation software application, which utilizes a statistical approach to automatic language translation and natural language processing, the second level operation was set in motion. This level involved decomposing all online texts (source editions, man-made translations, machine-made translations) into their constituent elements and patterns with the aid of text-analysis and statistical visualization tools. In order to compare and contrast all versions amongst themselves and with each other, various text-analysis tools, namely TagCrowd, TAPoR, ManyEyes and Crawford were utilized to visualize word patterns, themes, and word frequencies along with their importance. It is significant to note that the tools trended toward certain forms of interpretation, and that these trends affected the types of analysis possible, but, more importantly, they could also be re-purposed for alternative approaches.

The two tools that were found to be the most useful for the comparison of different versions, as well as for their application to Spanish texts, were ManyEyes and Crawford. ManyEyes was employed to generate tag clouds and word trees. While tag clouds were used to visualize word frequencies with number of occurrences in their context, which is useful in comparing word usage pat-
terns; word trees were particularly helpful in visualizing individual words, phrases and punctuation concordances show within their respective context in order to reveal recurrent themes. Crawdad, on the other hand, was employed to visualize a network of the most influential words and their interconnections, along with their frequency of co-occurrence. The tool also provided influence scores, which served as indicators of high coherence and focus in the text.

The overall intent of the project is not to determine which version is more faithful to the “original,” but rather to explore how these creative “infidelities” and re-creations enrich both languages and cultures. Through translation and digital textual analysis we can illuminate the challenges and possibilities presented by the transformation/displacement of seemingly discrete national, cultural and literary territorialities. For example, of particular interest in the research results is the appearance of deviations in minor themes, which demonstrate that, although, main themes predictably correlate closely across versions, subordinate themes follow less predictable patterns. By studying these variations we can explore how each recreation reflects the intersection between languages, as well as the existence of latent possibilities of diverse meaning contained within the source text. The result is the development of a networked fidelity framework, which rejects the traditional faithful/unfaithful binary that has predominated in translation studies.

The project corroborates the impossibility of a word for word translation and even edition, and further supports the acceptance of multiple versions as all simultaneously genuine and divergent, while highlighting the difficulty and futility of placing versions in a hierarchy. Additionally, since all translations must be equally encompassed as “unfaithful,” they can also be judged as “faithful,” highlighting the fact that translation is an act of subjective interpretation and re-creation. Consequently, translation (be it machine or man-made) shares similarities not only with text-analysis, but also with deformance, and the profound subjectivity from which critical insight emerges. This posits that translations not only have the power to share the work with a wider culture, but also to enrich both languages and texts through the act of remaking. This, in turn, establishes the possibility of equating translation to a creative process that results in unique text, eliminating the hierarchical divide that exists between author and translator, and original and translation, as envisioned by Borges’ theory of translation.

Furthermore, the project shows that digital visualization tools for “distant” reading and traditional methods of close reading do inform and complement each other to expand our understanding of all texts, including those in translation. However, do to their dependence on each other they do require flexibility in order to switch back and forth between both modes of interpretation. Lastly, there are many possible ramifications of this research project. For example, the use of machine-assisted translation for the analysis (and interpretation) of translations, not just for the actual generation of translated texts, as well as an alternative way to explore how meaning is constructed and re-constructed in literature.
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Introduction

We present a framework for general boundary detection in texts with complex compositional histories. The framework is designed for end-to-end testing of hypotheses via linguistic feature extraction and machine learning. We describe initial results on the Vulgate Bible utilizing the inflectional richness of the Latin language and several well-known facets of its composition. These results indicate that the framework is an effective testbed for theories in source criticism, and we propose further work that would extend its functionality to more texts and facets.

Texts with a history as rich as the Bible present a unique opportunity to study the interaction of compositional features. Scholarship ranges from consensus on fundamental points, to competing theories in source criticism, and we propose further work that would extend its functionality to more texts and facets.

Data

We perform proof-of-concept experiments on the Clementine Vulgate, the official canon of the Catholic Church from 1592 to 1979, because of the relative uniformity and well-documented history of the text. The Vulgate is composed entirely in Latin, a highly-inflectional liturgical language of the Catholic Church and medieval scholarship. Its regular, rich morphology makes it very amenable to computational linguistics, although as a liturgical language it receives little attention in practical contexts. Every non-function word is distinguished by a suffix which indicates grammatical qualities like gender, number, tense, voice, etc. as well as syntactic role. Most words belong to one of a small number of classes for which these endings are completely deterministic: for example, nouns belong to one of five declensions, while verbs belong to one of four conjugations. Strict agreement between parts of speech makes word-order almost irrelevant, semantically. The text itself was composed circa 400 A.D. by Jerome, from Greek, Hebrew, Latin and Aramaic sources, and is accompanied by his commentary on his translation methodology.

Non-traditional literary studies

Before presenting the framework, we address some common pitfalls that arise when applying computational methods to an ancient text, and how we attempt to avoid them. Rudman[13] gives an overview of inherent problems in such studies: of these, we are particularly concerned here with addressing the following: knowledge of the disciplines that make up the field and incomplete selection of style markers.

To avoid the errors of the interloper, we keep language- and domain-specific choices distinct from our general framework. Our principles are simply a) the text of the Bible can in principle be divided along many historical dimensions, b) linguistic features may remain that indicates these divisions, c) machine learning, based on these features, will be more successful at learning valid than invalid divisions. These, we feel, are unbiased general assumptions that lay the groundwork for collaboration with domain experts.

The pitfalls in feature selection (“style markers”) include limited feature sets and unfounded generalisations about feature relevance (i.e. “style as a monolithic concept”). We are very conscious of this, and in fact an initial motivation for the study was to investigate the heterogeneous usage of “style” in a text that demonstrates so many. We throw a wide net in feature extraction, and present our reasoning for subsequent modifications to this set.

Finally, Rudman[13] argues that non-traditional (i.e. computational) studies should only follow extensive traditional studies. This criterion is certainly met here: in fact, our results so far are entirely based and evaluated upon hypotheses developed over the past two centuries of Biblical criticism, and concludes with an in-depth application to a dominant theory in the field.

Framework

We will present our framework in detail: the major points are that it is written in the Python programming language, uses TEI-derived document encodings, and uses the WEKA toolkit for machine learning. Primary concerns are generality and modularity: specifically, the feature extraction methods are simple APIs that can eas-
ily be extended across languages. We use a simple notation to create “hypothesis-files” that capture a single testable theory for a classifier to attempt to learn. This notation is capable of fine-grained divisions, down to the level of individual words. It can also incorporate multiple primary sources and languages.

Features
The simplest feature set we consider are lemma frequencies. These perform superbly, as they train against topical lemmas. To prevent arbitrary over-training, such as using proper names as features, we only retain words recognized by a general-purpose Latin dictionary. Still, overtraining to the narrative remains a concern, and for that reason we do not focus on this feature set. A reasonable approach may be to only use non-topical function words, which were found to perform well in a study by Garcia[4].

The second feature set is part-of-speech frequencies. Latin words all begin as noun, verb or adjective, and through inflection take on diverse parts of speech. Since it is somewhat arbitrary how we distinguish parts of speech and inflected forms here, we have begun with the extremes of the fundamental types and the fully-inflected forms.

The third feature set is inflectional frequencies. Collatinus [10] is capable of lemmatising latin words and preserving the inflectional information that is stripped off. We find 634 different inflection types throughout the Vulgate. Unlike in most languages, an isolated word in Latin can show an unambiguous syntactic role via inflection. Therefore, this feature set includes syntactic labels, which proved useful for Hirst et al[6] when extracted as bigrams. We have not attempted this yet, as the inflectional analysis needs to be improved first. This is an important issue that we will discuss in-depth.

Applications
For the proof-of-concept, our targets for machine learning are relatively undisputed divisions of the text. For example, we consider language (immediately prior to the Vulgate), literary style, and original author. Dividing the text according to these features, the boundaries usually fall between books. There are exceptions to this, for example a passage in Esther known to have been written separately, but for the purposes of our initial experiments we divided the text into sets of books. The results confirm the framework’s ability to detect stylistic boundaries, and careful examination of its “misclassifications” sometimes reveal subtle textual affinities.

Friedman[3] has presented a fine-grained theory of the composition of the Torah, and we intend to encode this in our hypothesis. Space and time permitting, we will present the results of several variations of the theory as applied to the Hebrew Masoretic text of the Torah.
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1 Introduction

Research into the stylistic properties of translations is an issue which has received some attention in computational stylistics. Previous work by Rybicki (2006) on the distinguishing of character idiolects in the work of Polish author Henryk Sienkiewicz and two corresponding English translations using Burrow’s Delta method concluded that idiolectal differences could be observed in the source texts and this variation was preserved to a large degree in both translations. This study also found that the two translations were also highly distinguishable from one another.

Burrows (2002) examined English translations of Juvenal also using the Delta method, results of this work suggest that some translators are more adept at concealing their own style when translating the works of another author whereas other authors tend to imprint their own style to a greater extent on the work they translate.

Our work examines the writing of a single author, Norwegian playwright Henrik Ibsen, and these writings translated into both German and English from Norwegian, in an attempt to investigate the preservation of characterization, defined here as the distinctiveness of textual contributions of characters.

2 Background

Many studies in computational stylistics have focused on tasks which are related to those of authorship attribution but are not concerned with the notion of attributing authorship to texts of unknown provenance. A related area of study is the idea of pastiche, an intended imitation of an author’s style in the same language, which contrasts with translation as an intended imitation of an authors style but in a different language. Somers and Tweedie (2003) conducted experiments involving pastiche, the author in question was Lewis Carroll and the pastiche
was a modern children’s fable written by Gilbert Adair called *Alice through the Needle’s Eye* in which the author attempted to imitate the style of Carroll in such works as *Through the Looking Glass* and *Alice’s Adventures in Wonderland*. Various techniques used in authorship attribution were used in the task, including methods of lexical richness, principal component analysis, the cumulative technique, and others. Some methods distinguished the pastiche from the original and some did not. Somers and Tweedie (2003) conclude as follows: If a pastiche is indistinguishable from the original by an authorship attribution method, can it be said that the pastiche is in fact a perfect imitation of the original, or is it the case flawed? In the case of translation which is of relevance to fact a perfect imitation of the original, or is it the case that the pastiche from the original and some did not. Somers and Tweedie (2003) conclude as follows: If a pastiche is indistinguishable from the original by an authorship attribution method, can it be said that the pastiche is in fact a perfect imitation of the original, or is it the case flawed? In the case of translation which is of relevance to our current work, the question can be formulated in a different way: If a translation is highly similar stylistically to other works by the same translator, is the translation a faithful one?

This current study builds on previous work detecting character voices in the poetry of Irish poet Brendan Kennelly by Vogel and Brisset (2007) and a study on characterization in playwrights by Vogel and Lynch (2008). These studies were concerned with the language used by authors in the creation of character. The tools used in this study were used in these previous studies.

### 3 Experimental Setup

For these experiments, three works by Henrik Ibsen were used, *A Doll’s House* (1879) *Ghosts* (1881), and *The Master Builder* (1892). The electronic versions of these plays were obtained from Ibsen.net and Project Gutenberg. The contributions of each character are extracted using PlayParser. All stage instructions are discarded in this step, leaving only the remaining character dialogue. The method decomposes all texts associated with a category (here, persona or play) into chunks of equal size. Pairwise similarity metrics are computed for all chunks. The metric is just the average chi-square computation of the difference in distribution between pairs of files for each token appearing in either file. Different sorts of tokenization capture different linguistic features for which one might consider distributions within and across text categories. If the pairwise similarity scores are rank ordered, then one can exploit the intuitions that a homogeneous category will have a smaller rank-sum than a heterogeneous one, and that arbitrary samples from a homogeneous category should be more like the rest of that category than alternative categories. The method also provides a way to measure degree of homogeneity, the number of samples who are more like the rest of the category can be measured against a baseline creating by random sampling. See Vogel and Lynch (2008) for a more detailed account of the method.

### 4 Experiments

#### 4.1 First Experiment

The first experiment seeks to compare character homogeneity over different languages. The second experiment compares two different translations of the same play in order to quantify similarity between parallel translations. Table 1 shows the plays and their respective translators. As mentioned, the first 10k of text per character was examined and this was split into 5 sections. Thus, the criteria for inclusion in the study was that the character should contain at least 10k of text and 11 characters were examined, as detailed in Table 2. Only the version of *Ghosts* translated by Archer is used in the first experiment. The results named in the next section have statistical significance.

<table>
<thead>
<tr>
<th>Play</th>
<th>Language</th>
<th>Translator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gespenster (<em>Ghosts</em>)</td>
<td>German</td>
<td>Sigurd Ibsen</td>
</tr>
<tr>
<td>Ein Puppenhaus (<em>A Doll’s House</em>)</td>
<td>German</td>
<td>Marie Von Borch</td>
</tr>
<tr>
<td>Baumeister Solness (<em>The Master Builder</em>)</td>
<td>German</td>
<td>Marie Von Borch</td>
</tr>
<tr>
<td>The Master Builder</td>
<td>English</td>
<td>William Archer &amp; Edmund Gosse</td>
</tr>
<tr>
<td>A Doll’s House</td>
<td>English</td>
<td>William Archer</td>
</tr>
<tr>
<td>Ghosts</td>
<td>English</td>
<td>R Farquarson Sharp</td>
</tr>
</tbody>
</table>

*Table 1: Plays and Translators*

The results for the first experiment showed that character homogeneity varies to some extent over the translations, the character idiolects are not necessarily preserved to the same degree as the originals. When letter frequencies are measured, the Norwegian original language characters prove to be more homogeneous than the translations, examples include the character of Engstrand who is homogeneous in English and Norwegian but not German, however, one character whose language remains distinct across all of the translations is Nora, the heroine from *A Doll’s House* and one of the typical strong female characters found in Ibsen’s drama. However, when the play is taken as the category, we find that the chunks of personas from each play are more similar to the personas from the same play than from different plays, and this is consistent across languages. So while within character homogeneity is not always preserved, the homogeneity of the plays remains relatively consistent across languages.

#### 5 The Second Experiment

The second experiment sought to examine whether two
translations of the same original text into the same language are distinguishable by translator as in the work by Rybicki which delineated the work by each, while observing the preservation of idiolect in each. The experimental setup was similar to the first experiment with the character contributions separated and split into five files each. This time, however, the characters from the two translations of *Ghosts* by William Archer and Robert Farquharson Sharp were compared with each other.

Our findings were that the characters from Archer’s translation were more homogeneous in general than those of Sharp’s translation. Of the characters which were not homogeneous, the text segments were more similar to the segments of the same character by the corresponding author than any other writings by the same author. Sharp’s characters tended to be more similar to the corresponding Archer character more often than vice versa. This suggests that both authors have managed to perform faithful translations which are not highly influenced by their own writing style. It also suggests that Sharp may have used Ibsen’s translation as a reference when crafting his own.

<table>
<thead>
<tr>
<th>Character</th>
<th>Play</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engstrand</td>
<td><em>Ghosts</em></td>
</tr>
<tr>
<td>Pastor Manders</td>
<td><em>Ghosts</em></td>
</tr>
<tr>
<td>Oswald</td>
<td><em>Ghosts</em></td>
</tr>
<tr>
<td>Mrs Alving</td>
<td><em>Ghosts</em></td>
</tr>
<tr>
<td>Helmer</td>
<td><em>A Dolls House</em></td>
</tr>
<tr>
<td>Krogstad</td>
<td><em>A Dolls House</em></td>
</tr>
<tr>
<td>Mrs Linde</td>
<td><em>A Dolls House</em></td>
</tr>
<tr>
<td>Nora</td>
<td><em>A Dolls House</em></td>
</tr>
<tr>
<td>Aline</td>
<td><em>The Master Builder</em></td>
</tr>
<tr>
<td>Hilde</td>
<td><em>The Master Builder</em></td>
</tr>
<tr>
<td>Solness</td>
<td><em>The Master Builder</em></td>
</tr>
</tbody>
</table>

*Table 2: Characters and their plays*

This result contrasts with Rybicki (2006) who found that the two translations of Sienkiewicz separated cleanly from one another with a preservation of individual character idiolects. However, Rybicki makes clear that the two English translations were done almost one hundred years apart with the second translator taking specific steps to bring the language of Sienkiewicz into the 20th century. Also, we are aware that results between the studies of two different authors are not directly comparable and do not seek to draw definite parallels, merely to reflect on related work in the same sphere.

6 Conclusion
In this research, character idiolects in translation have been examined. Future work will involve using different metrics for comparison along with comparing different selections of text from the characters considered, along with the comparisons of translations of different authors by the same translator.

Notes
1See Farringdon (1996) for a detailed explanation of the origins of this technique, including detailed examples of the method’s use in a legal setting.

2For the English versions of the plays, the print versions are collected in Ibsen, Archer, Aveling, Archer, and Archer (1890), Sharp’s translations can be found in Sharp (1911), the collected works of Ibsen in German are to be found in Ibsen (1898) and the Norwegian collected works are found in Ibsen and Bull (1957)

http://www.ibsen.net, last verified March 12, 2009, contains comprehensive information about Ibsen’s life and work together with links to his plays in the original form and in translation.

4A Java based tool designed for this purpose, Lynch and Vogel (2007), describes the creation and benchmarking of this particular program.

Hedda Gabler being the other one who springs to mind, further studies may incorporate a wider range of plays and characters.

It is not fully clear from any forewords to the e-texts when exactly the translations themselves were first published, however it does state that the first performance in English was in 1890, using Archer’s translation, Sharp’s translations were first published in 1911, according to http://www.leicestersecularsociety.org.uk/library_shelf.htm, last verified March 12, 2009
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Abstract

The importance, benefits, and utility of encoding documents using markup guidelines such as TEI have long been recognized. However, the learning curve associated with using TEI has thus far inhibited widespread use. In this paper, we describe a tool suite that we have developed to facilitate adoption via the support for TEI in the ubiquitous Microsoft Word system. We discuss the motivation for such a tool suite and provide an overview of the primary capabilities.

Introduction

The Text Encoding Initiative (TEI) was established to provide a uniform set of guidelines for marking up a wide variety of text-based documents (Ide et al., 1995). The difficulties of learning TEI are formidable. The intended users of TEI are humanists, librarians and others who are interested in the long-term archival value of literary works. In contrast, the eXtensible Markup Language (XML), the framework upon which TEI is defined, was developed primarily by technologists as a way to encode data, documents, and other information into forms that are easily readable by computers. Clearly, the needs, backgrounds, and training of these two disparate communities do not directly coincide. Given the challenges inherent in learning XML and the encoding standards defined by the TEI, adoption of the TEI for encoding literature has been limited. Not only that, once project designers have learned it, they do not have the programming and/or scripting knowledge that they need in order to transform documents from TEI into the wide variety of possible uses for encoded documents, be they metadata files for export to libraries, repositories, and online search engines, or full-text documents in web pages and electronic books. This further reduces the current adoption of TEI while presenting an ever-ominous...
future where adoption of the standards will be made mandatory.

With these issues in mind, the goals of our research are two-fold. First, we are interested in developing a methodology for encoding literature that focuses on the end-user experience. By "enduser," we do not mean the users of archives nor readers of digitized texts. Rather, we mean the enduser of the tool suite, the faculty member using it to encode documents. Much of the encoding community (especially in regards to the TEI) has focused on the developer’s experience in that the encoding of documents is biased towards convenience of writing and constructing post-processing tools that can parse and manipulate documents after they have been encoded. In contrast, we are interested in developing tools -in an environment and style familiar to the end-user audience: professors, researchers, and students in the Humanities.

Second, we are interested in facilitating a wide breadth of end-user tasks. In addition to the encoding task, end-users are interested in transforming documents into many different forms, extracting meta-data, and forming queries to find interesting characteristics found in literature. Unfortunately, these tasks are not easy to learn and have to date required detailed programming knowledge.

In this paper, we describe tools that we are developing as add-ons to Microsoft Word to support the encoding task. As such, we realize many benefits. First, an overwhelming majority of users in the target community already use Word; as a result the learning curve associated with learning and using TEI may be reduced. Instead of having to learn a new program as well as TEI, the target user community will only have to learn new capabilities of Word. Second, the framework on which the tools are built is based on a platform (Microsoft Office) that is guaranteed to have some longevity. Thus end-users can be assured that the software will enjoy long-term support. Third, the programming model associated with Microsoft Word is as powerful as any other modern programming language. Thus software developed for the platform is only limited by what is possible in programming.

**Background and Related Work**

**Encoding**

SUNY University Press now requires authors not only to scan but also to run OCR on facsimile editions that SUNY has promised to publish. SUNY provides but one example of a general trend: publishers will be requiring authors to perform many of the operations that publishers were formerly responsible for, including perhaps XML encoding. Moreover, in one of the newer publishing models, the digital, print-on-demand model, Rice University Press will publish monographs submitted to NINES, the Networked Infrastructure for Nineteenth-Century Electronic Scholarship – a peer-reviewing organization for digital publications and an advocate for the use of the TEI guideline.

TEI has, since its inception in 1987, attempted to develop a set of elements (tags) adequate for describing every document that humanists, linguists, and librarians could imagine wishing to save for posterity. The first foray into trying to make TEI user-friendly involved developing TEI Lite and a system for teaching TEI. While TEI Lite provides a more limited tag set, one must still use an XML editor in order to use it – and, we would argue, it is not limited enough; it is still a set of elements designed for every imaginable kind of document.

**Related Work**

The TEI website maintains a list of many different tools that support the use of TEI markup (TEI Tools, 2008). In addition, there are numerous XML editors available on the market, the most popular being **XMetal**, HTML Kit, Altova XMLSpy, and **oXygen**. **oXygen** has been recommended by the TEI Consortium and is routinely used in TEI workshops. Recently, the **oXygen** company released another, easier version of its editing system called “**oXygen Author**” but still based on a direct XML manipulation model. While the tools are numerous, they are by-and-large focused on the editing of documents at the atomic level (e.g., tag-by-tag). The tools offer a lot of flexibility but require a great deal of knowledge about the encoding schemas. In addition, they do not preserve the original document formatting.

The **Ajax XML Encoder (AXE)** is a web-based tool that utilizes Ajax to support multi-user encoding of XML documents (Reside et al., 2008). The tool provides an interface that is accessible using a standard web browser to modify and manipulate XML documents. The tool also supports encoding of binary documents such as images and audio. As an alternative to the aforementioned XML editors, AXE facilitates collaboration between several users in an environment that is meant to be more accessible to common users.

**Approach**

**Philosophy**

Our tools have been built as an add-on for the 2007 edition of Microsoft Word which allows for XML editing and validation according to a W3 schema provided by the enduser. Thus, by giving users access to TEI tags in Word, we familiarize people with the notation and correct their uses via on-the-fly validation, thus teaching endusers about TEI while making those tags even
more comfortable to use. By narrowing and correcting people’s tag-choices and creating software designed to accomplish very specific general tasks, we give endusers a general understanding of TEI. We believe that they will be encouraged by this gentle learning curve to learn more about TEI. However, they can also simply pass their documents onto professional archivalists and TEI experts who can then perform deeper levels of coding and more advanced manipulations. In particular, we are seeking to achieve an 80/20 balance in the encoding of documents. That is, our goal is to support automatic encoding of 80% of a document while leaving the remaining (and more interesting) 20% of the encoding to an expert coder. The TEI Consortium has made the deliberate decision to ask scholars to learn a complex but rewarding coding system. Our tools provide the first step up into that system, and allow authors throughout the academy – not just experts in digital humanities – to contribute to developing the digital archive.

A number of functions are currently supported by our toolset including saving the marked up Word document into a raw TEI encoded XML file as well as the ability to apply the use of XSLT transformations on the encoded Word document. At the moment, we have add-ons that support mark-up of prose, poetry, and epistolary literary forms.

Our primary evaluation of this tool suite has come through applying the tool to real encoding tasks. We have used the technique to encode a large number of documents in a short period of time. Specifically, in a recent three-week period, we used the tool suite to encode an archive that contained hundreds of letters. By the time we demonstrate the tool at DH2009, we will have and so be able to present feedback from the students who used the tool as a way into understanding TEI markup.

Conclusions and Future Investigations
When compared with other XML editing tools, our Word add-ons offer similar capabilities; Word out of the box can be used as a fully functional XML editor, and our tool suite makes it into a fully functional TEI editor. While Word does not support asynchronous collaboration on documents, it does support asynchronized collaboration through the “track changes” view. While programmers might want to use configuration management systems such as CVS and subversion, digital humanists who are comfortable with web forms and wiki or document management systems use tools such as Google docs. The endusers whom we target would find learning to edit in a wiki page an onerous distraction from the encoding task at hand. Furthermore, using a programmer-oriented configuration management system would pose enormous challenges beyond just learning to encode using TEI. Most of these users will already be familiar, however, with the reviewing and commenting tools in Word. As
a result, our tool suite will allow multiple collaborators among traditional digital humanists to contribute to the encoding of a single document in a manner that allows them to track what changes were made and by whom.

Our future investigations include developing tools within Word that facilitate development of XSLT transformations as well as development of a general approach for automatically generating different encoding templates that support a wide variety of literacy forms.

In tracking feedback from users, we will be interested in looking at whether and when they begin to consult the TEI P5 guidelines for more detailed tagging information, whether or when they switch from our Word Macros program to an XML editor such as oXygen, and whether or when they pass their documents onto experts for completion (that is, at what stage of coding). We already know that working directly with XML is the best way to learn it, but our product does not promise the shortest path. Rather, because the Word Macros making the learning curve for TEI most gentle at first, and steeper only later, if the enduser chooses to go on, we hope that the product gets people who need to encode documents and create digital archives the wherewithal to use TEI at all.
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NINES stands for a Networked Infrastructure for Nineteenth-century Electronic Scholarship, a scholarly organization in British and American nineteenth-century studies devoted to forging links between the material archive of the nineteenth century and the digital research environment of the twenty-first. In practice, these efforts have centered on building a portal that enables faceted searches of digital scholarly resources that we have peer-reviewed. This web portal also allows users to collect object and build exhibits online.

When NINES first launched its search interface in 2006, the institutional challenges of aggregating scholarly projects online were only the beginning. The NINES search and collect interface, powered by a Collecting and Exhibiting tool called Collex, was a new thing, relatively speaking. Users were (and still are) very familiar with the idea of search engines: Yahoo and Google have long played a central role in any internet experience. But faceted browsers, or tools that allow the user to continually refine the categories of their search in order to pinpoint resources from large pools of data, were in their infancy. The most efficient of these were just beginning to be implemented in the commercial sector: Amazon.com is perhaps the best example of this. But the NINES team needed to adapt the power and flexibility of a faceted browser for scholarly research (rather than online shopping) and design it in a way that communicated the organization’s reputability as a peer reviewer and a forward-looking software developer for humanities scholars. See the result below.

A left-hand sidebar doubled as a user tag cloud and a list of collected resources, while the central portion of the interface was dedicated to searching and browsing.
Searches in a faceted browser can become quite elaborate, so an area was needed to keep track of the constraints added by the user. The resources aggregated within NINES also needed ample screen real estate, as did the various genre designations of the objects for a different kind of browsing. Search results were listed below this frame, and were often “below the fold,” requiring scrolling.

The NINES interface was a difficult thing to build, and, overall, it was a successful endeavor. Scholarly interest in NINES grew, and the number of digital objects leapt from roughly 70,000 to a whopping 300,000. Yet we found ourselves with very little feedback about the usability of this application. Were the targeted users (scholars and students of nineteenth-century studies) comfortable with NINES? Were they making use of the many features Collex provided? The development team decided to schedule a formal usability study to get answers.

As with any study of this kind, many of those answers were surprising. Five helpful participants in the NINES Summer workshop at Miami University demonstrated the strengths – and weaknesses – of the Collex interface.

As can be seen in this screenshot demonstrating the eye movement during one of the usability sessions, the user’s focus is scattered at any given moment. The tag cloud at the left was an attractive feature, but its presence alongside search results put it in direct competition with them. Users frequently jumped back and forth from the tag cloud to the summary of the search results and the constraints. But once they found objects, users did not think of creating an account to collect those objects until they were prompted to do so by the test, and even then, creating a free account gave them pause. Although each person commented favorably on the variety and amount of information integrated into NINES, every single person tested said that the interface was a mystery – this after having spent a full 20 minutes using it.

After some consideration of the results, we decided that the fundamental structure of Collex was sound: its features were compelling and the searching capabilities attractive. In a way, Collex was too powerful, to the extent that it was intimidating. Everything about our interface, from the Home page to the Collex engine, had been conceived in scholarly and theoretical terms, and demanded a similar dedication from the user. And while NINES has always sought to appeal to the growing community dedicated to the mission of excellence in digital scholarship, we never intended to limit our users exclusively to its membership. We wanted Collex to be a friendly environment: a place where both scholars and their students go to conduct research in the nineteenth-century studies online.

As we began to sketch out the Collex redesign, our primary goal was to break up the Collex interface into its component features, giving each one its own important area of the site. In many ways, our task was much simpler than the one that faced the original designers of Collex – in the intervening years, the number of faceted browsers had multiplied considerably leading to the emergence of web conventions for their styling and organization. Our “market research” was directed to what worked and what didn’t among the giants of internet commerce: Amazon’s browser was the most intuitive, but Ebay’s method of displaying search constraints was more informative. And,
it must be remembered, a scholar is not always looking for that one perfect object, as is the online shopper, but rather a collection of objects that fit ever more specific requirements. Collex needed to allow users to tunnel into our data quickly and efficiently, all the while reminding them of the numerous other materials available.

The new NINES home page was designed to communicate two things: first, that this is a scholarly organization, and second, that searching is an integral part of the site. Making use of the familiar Google search blank, we hoped to eliminate our site’s high bounce rate (the number of visitors who leave almost immediately after arriving) and invite those with merely casual interest to stick around and explore.

The tag cloud – one of the most forward-looking and dynamic parts of the NINES interface – was given its own page, with plenty of room for browsing the interests of NINES users.

Tool tips and help text were added (“What are tags?”) whenever the use of features was subtle or required specialized knowledge of social media software. And finally, a space was reserved for a blog, so that users could appreciate NINES as an active and ever-growing institution, rather than a static website or finding aid.

But as these refinements were implemented, we kept running into a logical disconnect between the kinds of operations one could do in NINES. Searching and browsing are available to any and everyone who visits the site, and are easily found in the main navigation tabs. However, what makes NINES unique is that it is also a scholarly workspace: after setting up an account, you are able to collect objects, tag them, and re-mix them into an essay or “Exhibit” of your own. NINES is first and foremost conceived as a community for scholars, a place where one can simultaneously contribute to and benefit from an ongoing discourse on nineteenth-century studies. Unfortunately, even with the new design, this aspect of our mission was still not clear.

Taking a cue from Facebook, Flickr and other social media sites, the NINES team conceived the “My 9s” page, each user’s private homepage within NINES.

On this page, all your authoring, editing and collecting efforts are centralized: as a user you have control over how much of your personal information is shared with other users while your tags, saved searches and recently collected items are easily accessed. Exhibits, which had previously been a mysterious and intimidating option are now offered as a logical outcome of all your work within NINES – why not share some of that hard work with your peers? By enlarging the (pre-existing) social networking attributes of NINES, we were able to fully demonstrate the power and utility of Collex, all the while making the many operations possible within it appear more manageable and enticing.

Taking a cue from Facebook, Flickr and other social media sites, the NINES team conceived the “My 9s” page, each user’s private homepage within NINES.

On this page, all your authoring, editing and collecting efforts are centralized: as a user you have control over how much of your personal information is shared with other users while your tags, saved searches and recently collected items are easily accessed. Exhibits, which had previously been a mysterious and intimidating option are now offered as a logical outcome of all your work within NINES – why not share some of that hard work with your peers? By enlarging the (pre-existing) social networking attributes of NINES, we were able to fully demonstrate the power and utility of Collex, all the while making the many operations possible within it appear more manageable and enticing.

Going forward, we hope to incorporate other social networking protocols to encourage the growth of a community of NINES scholars. The “My 9s” page is an initial step in this direction, and we are also planning a NINES Facebook application, which will allow us to leverage an existing social network to form our own. Because the way NINES is structured, we are only as strong as the community that we are able to build. Part of this process involves peer-review and aggregation via RDF metadata; our summer workshops for new projects are another important activity in this regard. But our web interface and software tools are central to the ways that NINES will gather scholars together. Through a combination of usability studies, development meetings, discussions with scholars in the field, and pure trial-and-error, we have come to recognize the importance of re-tooling, an ongoing process that is constantly engaged with the social and technical ecology of the web.
Visualization and Landscape in the Digital Humanities
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What does “landscape” mean for digital humanities? In the fields of traditional literary and cultural studies, representations of real and imagined landscapes have routinely been scrutinized as windows into particular cultural moments, spaces in which complex relationships between humans in their natural and constructed environments are worked out and assigned social, political, and cultural meaning. Digital humanities have developed a rather different sense of the term, however. Maps of the publication and circulation of printed texts, spatial visualizations of historical urban plans, three-dimensional reconstructions of archaeological sites: all these and more have now attained the status of “landscapes” in the digital humanities, for they situate texts and cultural artifacts in space and time. Yet even as such technology-driven approaches continually reshape the “humanities research landscape” (to use the term in a different sense) they also raise new questions about the kinds of intellectual activities they promote, testing what Martyn Jessop has recently called the “dynamic process” of creating knowledge (Edmond 2005; Jessop 2008).

This paper explores the changing significance of “landscape” as a keyword in the humanities, one whose relevance is amplified dramatically by the turn toward technologies of visualization and the development of theoretical and methodological frameworks for integrating such technologies into more conventional forms of textual scholarship. Using as a test case a small set of eighteenth-century Anglophone texts that theorize landscapes to reflect on contemporary cultural relations across the Atlantic, I argue that methods for representing some of their salient features in visual rather than textual forms suggest new ways of understanding cultural exchange in a historical moment characterized by intense anxieties about the temporal and spatial distances separating England from its North American colonies during the “British diaspora” (Tennenhouse 2007). This claim, and the specific visual representations that support it, forms the basis for considering how models of textually-mediated cultural authority were themselves constructed at the nexus of space and time represented by landscape aesthetics. This latter claim extends what might initially seem to be a straightforward literary and historical argument to the present moment in digital humanities. Examining these cultural constructions through the lens of digital visualizations affords insight into the present-day relationship between scholars’ interpretive acts and the cultural weight we grant such activities when they happen in and through digital media.

In 1690, a short tract titled The Geometry of Landskips and Paintings Made Familiar and Easie, published in London, noted the artifice involved in landscape representation: “The Geometry of Painting is rather Optick or Perspective, than real...A Landskip is therefore a rather neat contraction or Epitome of things visible than a real view of them.” Though somewhat cryptic, the anonymous pamphleteer’s opening remarks expose the carefully crafted fiction that landscape paintings represent real places as they actually are; to the contrary, he insists, landscapes are deliberately compressed expressions of an idealized, imaginary world—the world as we would like to see it. In this regard, the pamphlet’s frank admission of the ideal landscape’s constructedness confirms the common view among literary scholars and cultural historians that textual and visual landscapes have historically naturalized ideologies of power and authority within the contours of real and imagined geographic space (Barrell 1972, 1980; Bermingham 1986; Williams 1973).

Yet the pamphlet’s titular promise to make landscape “Familiar and Easie” resonates also with this paper’s examination of the present-day digital humanities “landscape,” and particularly the role of visualization in advancing both close and “distant” reading practices. With calls in some quarters for “a new object of study...in which the reality of the text undergoes a process of deliberate reduction and abstraction,” and with the increasing conviction that text visualizations furnish that object, the question of graphical and visual literacy has become all the more pressing (Moretti 2000). As Jessop notes, “Humanists... have little in the way of visual literacy,” an observation which leads him to conclude that collaboration between digital humanities projects and artists is necessary in recognition of the fact that “aesthetics are deeply embedded in the effective use of the medium of digital visualization” (Jessop 2008). That visual literacy is no more “familiar” or “easy” for many now than it was at the end of the seventeenth century suggests that the historical evolution and function of landscape has much to teach us about the current promises and pitfalls of humanities visualization.

It is on this point that my paper’s examination of visualizing patterns of reference in a small set of eighteenth-century Anglo-American texts advocates the useful-
ness of thinking in broader terms about “the digital” as a landscape in its own right—a landscape that exposes rather than conceals its own constructedness and, in so doing, reveals new modes of legitimating and authorizing the scholarly activities to which it belongs. In other words, by regarding visualizations as composing another kind of landscape it becomes possible to ask how digital humanities, in the process of collecting, shaping, and presenting textual data, themselves participate in what amounts to a regime of aesthetic judgment. Like the landscape aesthetics of the eighteenth century, the interpretive lexicon authorized by digital visualization raises new questions about scholarly authority, models of judgment, standards of evidence—indeed, questions not only of how we read and interpret texts but also who is authorized to read them in particular ways. The idea of landscape has historically been deeply involved in negotiating the transmission of cultural authority. Its renewed formal significance for scholars grappling with the relationship between quantitative textual or spatial data and the “fuzziness” of highly subjective interpretive practices (to mention but one scenario) in which, once again, authority is stake, is therefore highly germane to the methodologies that inform scholarly practice at the intersection of digital and non-digital humanistic inquiry.
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The critic Michael Levenson warned that “A coarsely understood modernism is at once an historical scandal and a contemporary disability”. The Modernist Magazine Project aims to refine and enhance the record through the production of a scholarly resource and comprehensive critical and cultural history of modernist magazines in the period 1880-1945. So-called ‘little magazines’ were small, independent publishing ventures committed to new and experimental work. Literally hundreds of such magazines flourished in this period, providing an indispensable forum for modernist innovation and debate. They helped sustain small artistic communities, strengthened the resolve of small iconoclastic groups, keen to change the world, and gave many major modernists their first opportunities in print. Many of these magazines existed only for a few issues and then collapsed; but almost all of them contained work of outstanding originality and future significance.

What this paper wants to focus on is the design and actual implementation of the online resource together with all the critical and technical thinking involved in defining every step of workflow.

The project aims to document and analyse the role of both fugitive and more established magazines and to consider their contribution to the construction of modernism in Britain, Europe and North America. It will result in a 3 volume Critical and Cultural History of Modernist Magazines, an Anthology and an online resource, comprising an index of magazines, bibliographical and biographical data, selected contents and web links.

What this paper wants to focus on is the design and actual implementation of the online resource together with all the critical and technical thinking involved in defining every step of workflow.

All these standards at the same time provide for and prefer an XML serialization, which, given the almost ubiquitous support of this syntax by the current web frameworks, allows for many different possibilities in choosing the underlying technology. The final choice consisted in the eXist XML Native Database5. Being under open-source development for several years, this database has been constantly growing in features, performance and user base, becoming not only a mere data storage layer, but, thanks to the integration with Apache Cocoon6 which allowed for the possibility of creating processing pipelines composed by XQuery and XSLT, an actual and complete web framework.

A particular focus will be dedicated to the strategies implemented for converting from non structured data to MODS metadata, so to facilitate the work of the developer, since the data collecting has been made by an expert in modernism, but with few skills in metadata management. A key point has been the preparation of Excel forms, which allowed for the gathering of semi-structured data and the subsequent development of a conversion program based on Apache POI and JDOM8 API for the direct creation of MODS compliant metadata. In particular the difference between the tabular structure of Excel and the nested tree structure of XML required the implementation of some particular algorithmic strategies.

What will be discussed next is the use of MADS for recording the different name versions and pseudonyms, the creation of a MODS extension, compatible with METS, for recording the information about the digital images of the magazines pages, and the subsequent display of these images using the YUI framework9.

The last part of the presentation will be about a proof-of-concept integration between the Modernist Magazines Project and the thematic-related Modernist Journal Project, based on the use Web 2.0 techniques, in particular Ajax and REST Web Services10.
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Should an electronic edition walk, swim or shake its tail feathers?
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The scholarly activity of creating a critical edition of a literary work is an extremely complex process, composed of many steps, each involving different features and therefore requiring different skills. For instance Wilhelm Ott described eight different steps, each one corresponding to a particular software module in the Tu-STEP system, starting with the collection of witnesses and ending with the edition publication, passing through intermediate phases such as collation, constitution of copy-text, compilation of apparatuses and indexes creation (Ott, 1992).

But it would be very naïve to suppose that the current paradigmatic and epistemological shift from print to electronic medium in producing scholarly editions would be without consequences for textual editing as recently pointed out by Peter Shillingsburg (Shillingsburg, 2006). Whereas the printed publication is the last and final step in Ott’s workflow, in the digital world this same phase is no longer a dead end, allowing for further, and potentially endless processing.

The actual crux is the analysis, definition and understanding of these consequences, which, to be as possible comprehensive and effective as possible should be carried out both on an intellectual and a practical level. The more tangible effects are focused at the two extremes of the scholarly process, which from being the most mechanical steps now acquire a new dimension and importance: on the one hand the transcription of the textual artefacts, which at present is a structural and semantic encoding, and, on the other, the dissemination modalities, which address how the edition is initially assembled and subsequently published. While much theoretical discussion has focused on text encoding, the same is not true, with some notable exceptions, for the other extreme: the actual creation of the edition.

An implicit complexity seems to be inseparable from any thinking or talking about electronic scholarly editions. It’s not by chance therefore that Susan Hockey in *Electronic Texts in the Humanities* wrote that “Much confusion seems to surround the topic of electronic edi-
A first method of describing this complexity can be found in ‘A framework for information system architecture’ by J. A. Zachman (Zachman, 1987) where the author theorizes a possible formal structure for investigating the architecture of information systems. This structure is an interpretational matrix where the different perspectives, tied to the different user roles of the system, are joined by the different descriptions of the information system, each one referring to a particular model: functional, informational, technological, etc. The primacy conclusion is that an information system is represented by a whole set of architectural representations, each one with a particular nature, and communication between these different levels is a key issue. Scholarly editions can be considered as a specialized subset of information systems, if not very refined ‘knowledge systems’ at all, the main difference being that they respond to specific needs of humanities research and not to generic business needs. Therefore Zachman’s proposal can also be applied to good effects in this particular field.

A further step in trying to formalize digital editions is by means of specialized frameworks expressly created for the digital library world. Even though electronic editions and digital libraries are two different paradigms, like men in Shakespeare’s Tempest they share the stuff that ‘dreams are made on’. The two frameworks are the 5S (Gonçalves et al., 2004) and DELOS (Candela et al., 2007). The 5S model is based on set theory and linear algebra, and using five primitive concepts (Stream, Structures, Scenarios, Spaces and Societies) it builds upon these a series of definition, thus being able to define what a digital library is without ambiguity. On the other hand the DELOS approach shares many similarities with the CIDOC-CRM ontology (Crofts et al., 2007), being based on an object-relationship model. With the help of these two models, I will analyze the differences between digital libraries and electronic editions.

Starting from an empirical analysis of concrete cases, some basic principles will be presented using a polarity approach. An actual limitation in an edition will be used as the starting point to develop an opposite principle which will be used to overcome it. These principles are the following: incompatibility vs. semantic umbrella/glue; sonic screwdriver vs. lego-block; blob vs. crystal snow; incompleteness vs. extensibility.

Finally the relationship between the latest innovations in electronic (web) publishing and scholarly editions will be examined. Using the “swimming” metaphor, Charles Michael Sperberg-McQueen pointed out the main difference between printed and electronic editions: while the former are embedded with some kind of implicit knowledge, the latter can contain the same knowledge expressed in formal languages, being moreover endowed with some active features (Sperberg-McQueen, 2002). This same difference between facts on one side and features on the other can be mapped to the current paradigms of Semantic Web and Web 2.0. An electronic edition is therefore an ideal place of interaction between these two different aspects of the WorldWideWeb, which are usually considered in opposition to each other.
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This paper addresses a recurrent (perhaps constitutive) concern in electronic literature: as technical practices and affordances change, how should we distinguish between what is and is not literature? Liberal-minded critics like N. Katherine Hayles and Alan Liu have proposed a category called “the literary,” a kind of cosmic cloud orbiting the stellar core of traditional literature. Some demur from this view, defending formal distinctions between literary and non-literary production (John Cayley), consonant with a neo-formalist movement in art and design (Ellen Lupton).

I trace this tension to a central dynamic of interactive media: the shift from CONTENT to DATA, which arises from radical change in the technical substrate of writing, where computation replaces inscription. Our technologies of writing and related sign-exchange no longer operate by containment in static, material structures, but now flow as impulses through processors and networks. The consequences of this shift are far from trivial or incidental. Containment yields to circulation, publishing and broadcasting to Web services. Where CONTENT was, we now find DATA, meaning that which is given, always in multiple dimensions:

- given IN to a system of encoding;
- given OUT through a system of communication;
- given UP to processing and transformation;
- given BACK as riff, recursion, and feedback.

Until fairly recently, the full impact of this change has been elusive, even in purportedly forward-looking circles. Generally speaking, electronic literature has engaged my sense of data in only limited ways. The early phase of electronic literature largely featured translation of lyric or narrative content-objects into data -- as in all my work to date. True, constructs like interactive fictions or procedural poems convert words into digital information, and evoke a text according to logical processes; but with the crucial exception of MUDs and MOOs, first-generation works generally do not involve multiple participants, or allow the core code to change with use.
Considering that constantly connected, high-speed digital networks have only been widely available for about a decade, these limits are not surprising.

With the arrival of such affordances around the turn of the century, digital culture has crossed a watershed. However much bemoaned by scholars, Wikipedia and its cousins have vastly increased the amount of not-entirely-erroneous information ready to hand. In the creative sphere, electronic writers and net artists have begun to exploit the content-data shift in more socially complex ways. Work by Jim Carpenter, Noah Wardrip-Fruin, Mark Marino, Jason Nelson, Kate Armstrong, and others has opened electronic poetry and prose to RSS feeds, Googlemaps, Twitter, FaceBook, and a range of other social information tools. These experiments complicate demarcations between writing and performance. Notably, they also generate the anxieties about literature and “the literary” that are the main subject of this paper.

As a long-time member of electronic literature’s Golden Age team, my sympathies are divided. I like the new voices and believe deeply in the direction of their art, but at the same time I respect those who are more skeptically inclined. Like Cayley, I have my own investments in stable and salient expression, and would probably place certain limits on the social life of information. Like Lupton, I believe the explosion of creative energy enabled by emerging technologies should be shaped by sound understanding of formal principles.

So, as the sons of middle children will, I call for accommodation. However much we deal in data, the idea of content seems ineradicable. So in the rapidly evolving space of electronic media, literature and “the literary” must find ways to get along. While the sentiment alone is not worth much, I also offer some practical suggestions:

1. Anyone concerned about electronic literature (or indeed, digital culture more generally) must embrace green technology -- taking this adjective not in its popular, environmentalist sense, but in its other register of novelty or neoteny. Obedient to the Law of Mo(o)re, we should never expect our tools, or our scope of work, to attain the long-term stability of print culture, at least not in present generations. We paint in the rain.

2. Accordingly, we need to shape an aesthetic that embraces both that which is remembered and resonant, and that which is evanescent or transient. As Thomas Pynchon’s heretical ex-Puritan ancestor argued, salvation is impossible unless some are passed over.

3. We need better ways to transfer understanding and technique: occasions for radicals of the dataworld to earn recognition from those of us still consecrated to content. Likewise, we could use forums in certain old hands interested in crossing the watershed might learn new approaches from those who have come after and gone ahead.

The Electronic Literature Organization and its international peers have all taken important steps toward these goals, and I will end by looking at a few of these developments.
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There is a significant overhead cost when using techniques like support vector machines on large data sets. It would certainly be convenient to be able to use a less involved technique, but this often comes with a cost of less desirable performance. This results in a trade between time and memory restraints and prediction accuracy. It seems that a sophisticated technique like support vector machines must surely outperform a simple nearest neighbor classification. Fortunately, some recent results suggest that in fact a simple nearest neighbor classification using the normalized dot product (the so-called ‘cosine distance’) as a ‘distance’ performs comparably to radial basis function support vector machines for the task of authorship attribution. In some cases, this cosine distance classification actually outperforms SVMs.

Whether or not a space is linearly separable can have important consequences on performing classification within that space. An n-dimensional space containing two classes of points is said to be linearly separable if there exists an n-1 dimensional hyper-plane which separates the classes. A linearly separable space has the advantage that simpler classification will work for classifying points within that space. A simple distance metric may be sufficient to distinguish between two classes in a linearly separable space, while a more complex method like support vector machines or a neural network is necessary to capture nonlinear class boundaries. The primary advantage of linear separability is that it allows us to develop classification algorithms that are less computationally intensive. That is, instead of taking hours or even days to model the class boundaries, we can use simple algorithms which will achieve comparable results in only a few minutes. Linear classifiers tend to scale considerably better than their more complex counterparts. This is especially important when working with very large corpora, where training a support vector machine could take several days, while evaluating the cosine distance between documents in the corpus may take less than an hour.

We intend to present recent results in the field of authorship attribution suggesting that the normalized dot product nearest neighbor classification method is comparable to radial basis function support vector machine classification methods. For this experiment, we made use of the Java Graphical Authorship Attribution Program (JGAAP-www.jgaap.com), a freely available Java program for performing authorship attribution created by Patrick Juola of Duquesne University. This modular program breaks the task of authorship attribution into three subtasks, described as ‘Canonicization’, ‘Event Generation’ and ‘Statistical Analysis’. During the Canonicization step, documents are standardized and various preprocessing steps can occur. For this experiment, we have used a variety of combinations of three preprocessing steps: ‘Strip Punctuation’, ‘Unify Case’ and ‘Normalize Whitespace’. Although the choice of canonicizers had some effect on the overall performance of the statistical analysis methods, the choice of preprocessors did not significantly affect the results. For the feature sets, we used characters, character bigrams, word lengths, word bigrams and words. We performed the experiments both with the full feature sets and with only the 50 most common features. For the statistical methods, as previously discussed, we used both radial-basis function SVMs and the normalized dot product scoring for nearest neighbor classification. We made use of the libSVM package for our SVMs.

In order to test this experiment on real world data, we have used the Ad-hoc Authorship Attribution Competition (AAAC) corpus. The AAAC was an experiment in authorship attribution held as part of the 2004 Joint International Conference of the Association for Literary and Linguistic Computing and the Association for Computers and the Humanities. The AAAC corpus provides texts from a wide variety of different genres, languages and document lengths, assuring that the results would be useful for a wide variety of applications. The AAAC corpus consists of 98 unknown documents, distributed across 13 different problems (labeled A-M). An analysis method’s AAAC score is calculated as the sum of the percent accuracy for each problem. Hence, a AAAC score of 1300% represents 100% accuracy on all problems. This score was designed to weight both small problems (those with only one or two unknown documents) and large problems equally. Because this score is not always sufficiently descriptive of its own, we have also included an overall accuracy rate in our experiment. That is, we calculate both the AAAC scoring and the total percentage of unknown documents which were assigned.
the correct authorship labels. These two scores provide a fair assessment of how the technique performed both on a per-problem and per-document basis.

In those cases where all events were included, the cosine distance classification actually outperformed radial basis function SVMs, while performing only slight worse on the most common event sets. This leads us to the conclusion that although much of the information necessary for authorship attribution is contained within the 50 most common events, it is the less common events that actually result in a sort of empirically linearly separably clustering of the data points. That is, when presented only with the 50 most common events as a feature space, we require a more complex classifier to model the class boundaries between different authors. However, as we increase the number of dimensions of this space by adding the less-frequently used features, it becomes possible to model these boundaries with only simple linear classifiers. Hence there is some important information contained even within the rarely occurring events in the feature set.

The finding that the normalized dot product performs comparatively to support vector machines is important because it is very simple and computationally tractable even in high-dimensional spaces. It is much quicker to calculate the dot product between two vectors than it is to train a support vector machine. Using a normalized dot product scoring nearest neighbor algorithm will allow very large data sets to be processed much more quickly and does not seem to cause a significant loss of accuracy. Hence, we propose that for some applications, the normalized dot product scoring may be an acceptable substitute for using a support vector machine.
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Introduction

At the 2005 Summit on Digital Tools in the Humanities the need for tools for the Exploration of Resources [1] was identified as one of four opportunities for humanities computing tools. As a critical mass of evidence useful to humanities research becomes available on the web, researchers need tools for gathering the resources they need to ask questions, assembling and editing the evidence into study collections, and then analyzing those collections. This paper will discuss the Mashing Texts project [2] that has followed a persona usability design process to develop stories and a prototype for how a collections analysis tool might work to support humanities research. In particular, we will:

1. Demonstrate the JiTR (Just-in-Time Research) prototype and how it can be used to assemble a collection, edit items, and analyze them

2. Discuss the persona design process and the stories we generated to describe potential use of such a tool. In particular we will outline two different communities of users that ran through the design process.

3. Discuss the technical and service implications of such a tool which has to integrate with digital collections, digital archives, and text analysis systems.
We believe the humanities computing community can make the case for such an environment and that we can outline models for integration so that such a tool can interoperate with the content archives and text analysis tools available.

JiTR Demonstration

The JiTR (Just-in-Time Research) prototype is the first pass at realizing the Mashing Texts project. The simple story about JiTR is that it lets you manage collections of digital items and run tools that either gather items, clean them or analyze them. In JiTR you can create collections, add items to collections (manually or with spiders/scrapers), edit the items (automatically or manually) and then pass a collection as a single “text” to a text analysis tool elsewhere. We will demonstrate a rapid research cycle of gathering, editing and analyzing a collection.

Mashing Texts embraces principles of Internet mashups in conceptualizing a recombinant environment whereby the resultant product is more valuable than the sum of its parts. JiTR is designed so that other tools can be plugged into it like search engines and spiders to generate text collections on demand from within the environment. As part of the project’s emphasis on malleability of data, JiTR allows those collections to be organized by various tags and labels. The final part of the demonstration will show some of the analysis tools that JiTR offers.

Persona-Scenario Methodology

JiTR is just a working prototype designed to test a design hypothesis about a type of tool that we think is needed. The research in this project has been the extensive design process. If the end purpose is user functionality, why not prototype around stories about users and what they could do? This is the idea behind the personas and scenarios design process, a usability design process that we have used on other projects like the TAPoR portal. Personas are imagined possible users that “act as stand-ins for real users” [3]. Personas are examples of people who would potential like to use the system. They are created to stimulate thinking about people, rather than exclusively concepts. Once realistic user personas are created, usages scenarios are described, which consider ways users could possibly employ the final product. Scenarios move into specifics, detailing the steps that the user would follow in working with the system. Eventually, the various scenarios are prioritized into primary and secondary uses so you know what types of tasks the product needs to support. You can also use the scenarios to audit the prototype.

In this project we started with two constituencies that we came to call DEEP (Distributed Electronic Editing Platform) and BROAD (which does not yet stand for anything).

• DEEP personas would use JiTR to collaboratively edit a rich born-digital collection like Orlando. To this end we worked with the Orlando team to check that the personas, scenarios, and tasks we described were true to their experience.

• BROAD personas would use JiTR to rapidly gather evidence from the web to study contemporary issues. We imagined various users who want to use the web as their text and therefore want to gather subsets of web documents into study collections. For example, a linguist might want to gather web pages where real users use a language pattern.

Our hypothesis is that both these very different constituencies actually need the same sort of tool and we wanted to see if we could design something that would serve both, another form of mashing, if you will.

This paper will outline the steps of this design process as we believe it is particularly suited to humanities computing. We will end by presenting the priority personas and what these imagined people want to do.

Technical and Political Implications

It is one thing to prototype and test an idea for another tool; it is another to develop a production tool that others can use. We are particularly conscious that a tool like JiTR needs to work within the ecology of tools available. To that end we had a parallel process in the project to identify the other tools, frameworks, and standards that JiTR needs to work with so as to develop viable architectural specification for the development of a production version. This involved identifying the points of articulation between JiTR and other tools. An obvious example is how JiTR should work with repository systems like Fedora. While our prototype has its own MySQL database, a production version should not manage the repository of texts in a collection. Instead it should have the ability to push and pull texts from a repository, whether it be Fedora or another system. Likewise JiTR should not include any tools, but should have a plug-in architecture for tools from spiders to text mining tools. Our prototype has tools built in, but a production system would have an interface for managing processes.

As with any development project the design process is partly about deciding what you aren’t going to do. We believe that a missing layer needed between repository tools and text analysis tools is a collaborative research
collections management environment. At the end of the paper we will present the designs of how we think a full system could support the research work flow of our two user constituencies. How would an editor develop a workflow for the editing of electronic texts in JiTR? How would a researcher interested in the discourse on the web about high performance computing gather documents, clean them and analyze them?

Notes

[2] Mashing Texts is supported by a Social Science and Humanities Research Council of Canada Research and Development Initiative grant. The project is openly documented at http://tada.mcmaster.ca/Main/MashTexts
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The purpose of this paper is to promote the discussion on what are the key dimensions of humanities’ scholarship, and how they can be best represented by means of formal languages in the context of the Semantic Web. Quite often, available formalizations of knowledge domains and practices in the humanities have been inspired by previous work on more rigorous scientific domains. As a result, we believe that the models thus created tend to oversimplify, if not totally misunderstand, the complexity and peculiarity of the work of humanities’ scholars. In this paper, we want to highlight a number of characteristics that need to be taken into account when modeling humanities’ data. We argue that only by keeping in mind such requirements we will be able to lay out solid foundations for facilitating non-trivial information integration in humanities domains. We are currently testing these ideas in our department by reflecting upon anumber of preexisting digital humanities projects. The final paper will give a more extensive description of this evaluation.

Introduction
In recent years we have seen a proliferation of research and commercial projects aiming at the dissemination of a large number of structured or semi-structured data. On the academic side, for example, enterprises such as the Semantic Web (Berners-Lee et al., 2001) have long attempted to support the creation of a vast-scale layer of machine-processable data, which should work as an ‘extension’ of the traditional web. Less academic examples are instead Freebase (Freebase, 2007), a web application aiming at becoming an “open, shared database of the world’s knowledge” which can be freely edited by registered users, and the DBpedia (Auer et al., 2007), a community effort to extract structured information from Wikipedia and make it available on the web by means of a public API. In this paper, we associate these developments in web
technologies with the term ‘semantic web’ (SW), as they all share the intent to encode formally (with varying degrees of complexity) aspects of the meaning of the resources or artifacts they refer to.

It is worth asking then, why should we as digital humanists be adopting a semantic web approach? A primary advantage of having structured data exposed on the web is the possibility to integrate and reuse them in novel ways. For example, we can imagine a scenario where data coming from an archeological project about Tutankhamun are being accessed by other archeologists interested in pottery produced in Egypt in the same period. Pushing it a little further, we could also think of a research group in sociology of science examining the same data, looking for anomalous patterns in the archeologists’ daily data-collection practices.

From an examination of the most recent literature, it is easy to conclude that semantic web technologies have already been tested in a variety of domains. These include both hard science domains, such as physics (Friedland and Allen, 2004), biology (Bechhofer et al., 2006), mathematics (Habel and Magnan, 2007), but also humanities’ disciplines such as history of art (Hildebrand et al., 2006), literature (Nowviskie, 2005), music (Schraefel et al., 2005).

However, this spectrum of experimentations leads us to a further consideration. Since scientific domains are highly structured they can more easily be mapped into formal conceptual schemas, so as to be used in SW applications—e.g., a gene ontology, or an ontology of hardware components. This is not the case for all humanities domains, especially where scholars give high value to processes like the expression of subjective interpretations and the debate on the subject in question, rather than aiming to search for objective schemas or universal taxonomies. In other words, the task of modeling knowledge domains in the humanities through formal languages (so as to allow computability and data integration) presents various challenges which are still to be tackled by existing research on the semantic web front.

For example, it is our view that systems such as /facet (Hildebrand et al., 2006) or CultureSampo (Eero Hyvönen et al., 2007), although providing advanced interfaces for exploring humanities’ data, do not investigate enough the type of semantic ‘services’ humanities scholars often engage with in their research practices. In fact, very often such systems make use of very ‘shallow’ semantic models (e.g., a ‘person’ who created a ‘work’ which belongs-to a ‘style’), thus oversimplifying the actual discourse that makes a statement valuable within a humanities discipline. As a consequence, data thus structured can hardly be of use to the humanities scholar in her research and activities.

If data sharing and integration in the humanities is recognized to be worth pursuing, it is therefore necessary to build some solid foundations for a truly useful semantic web framework in the humanities. The first activity that will help us in this respect is a thorough consideration of the typical entities and practices emerging in humanities’ research. Accordingly, in section 3 we outline a number of key requirements humanities’ semantic models should support. In the following section we spend some words on the approach that drives our usage of ontologies for data integration.

**Ontology: a beauty or a beast?**

A central notion in the semantic web and in the world of data integration is that one of ontology. The widely used definition by Gruber (Gruber, 1993) describes it as “an explicit specification of a conceptualization”. Being a conceptualization an ontology is therefore a stylized representation of the world; secondly, since it is expressed in a formal language, an ontology can be defined unambiguously. As a consequence, ontologies are well suited representation languages for describing data and sharing information; their employment is also endorsed by the W3C (W3C, 2004).

Besides this quite conventional view of what an ontology is, the debate is ongoing about the status of an ontology with respect to the world it represents. For example, some authors such as Smith (Smith, 2003) hold a realist position, while others such as the aforementioned Gruber (Gruber, 2003) support a more pragmatic view. Such positions affect inevitably the way ontologies are developed and used. For example, in the first case (realist) the implicit assumption is that the ontology should approximate to a ‘true’ reality; as a consequence, multiple ontologies about the same subject should ultimately converge in their modeling choices. On the contrary, the second class of ontology-design approaches (pragmatist) see an ontology essentially as an engineering artifact: thus, it does not hold any absolute value about the reality it depicts, but it provides a practical solution to the ‘problems’ it was designed to tackle (i.e. it is a mean to an end).

Although in the SW world both approaches have many followers, the context in which digital humanities practitioners and researchers operate, in our opinion, is much closer to the pragmatic approach. Indeed, the humanities are often perceived as the place where all the voices—provided they are respectful of certain argumentative
conventions—can be heard, and where all the assumptions can be questioned. Therefore, ontologies for the humanities must support diversity and variety of viewpoints; thus they cannot adhere to an underlying model which neglects multiplicity in favor of a monolithic vision of the world.

Following Gruber (Gruber, 2003), we therefore intend to promote the concept of an ontology as the agreement reached by multiple parties (e.g., programmers, scientists, collaborators, librarians) with the aim of accomplishing some objectives (e.g., data exchange between applications, communication between people, integration of disparate representations). Using a metaphor, ontologies are contracts, they are the currency used to perform some valuable operations. Thus, their importance is ultimately related not to their truth or beauty, but to the ease they bring to the collaboration among people. To use a less ‘commercial’ metaphor an ontology is a compromise or a point of contact between specific and possibly divergent models. The issue is therefore not only to identify commonalities between projects, for instance, but also to agree that the compromises so found won’t diminish the value of the underlying idiosyncratic models, the specificity of any single project or interpretation. We believe that in the humanities this agreement is not necessarily reachable once for all or hoped for, because it may imply the negation of the interpretative efforts that make a work or a project unique and the negation of the evolutionary nature of scholarship. However, we also think that the possibility to make two incommensurable categorical systems communicate could be a challenge worth pursuing.

Defining humanities’ research
As mentioned above, at a general level it is useful to characterize humanities scholarship by highlighting the points of contrast with the hard sciences. Humanities scholars are traditionally engaged with the expression of interpretative statements and the elaboration of debates on a disparate range of sources of knowledge, rather than with the seeking of firm objective schemas or universal taxonomies. One of the authors analyzed more specifically the characteristics of a humanities domain (Pasin et al., 2007)—philosophy—and identified those key elements that define its scholarship and make it hard to model. Some of these elements are outlined below:

1. **historical** events, that is, events which are inherently time-dependent (e.g., the publication of a book, or an author’s subscription to a viewpoint);

2. generic **uncertainty**, that is the frequency of statements about facts which cannot be located exactly in the time and space dimensions (e.g., the birth of Heraclitus);

3. **information objects**, i.e. texts in a semiotic sense and especially language-based information objects (e.g. a book), as they are the traditionally preferred medium philosophical contents are expressed with;

4. **interpretation** events, intended as the process of attributing an abstract content to an information object (e.g., when we say that “Aristotle’s fourth book of the Metaphysics states an ontological principle”);

5. coexistence of **contradictory** information, which is a direct consequence of 4 (e.g., when people claim different or opposing views on the same proposition);

6. **viewpoints**, and other non-material entities (“philosophical ideas”), for they are the objects philosophers are usually engaged with by studying and expressing them.

Although philosophy has often been defined as the queen of the sciences, these reflections on its nature as discipline may not stand true for the humanities as a whole. In order to highlight all the dimensions that make the modeling of humanities domains such a unique task, we surely need a thorough investigation of other humanities’ domains too. Furthermore, for space reasons we have deliberately not mentioned other works in the digital humanities, such as (Jones, 2006) and (Eide, 2008), where the issues tackled are remarkably similar to ours, although the approach is not necessarily ontology-oriented. We intend to elaborate more on these topics in the final version of the paper.

Conclusions
In this extended abstract we addressed a number of problems emerging from the employment of semantic web technologies in humanities domains. In particular, we focused on the notion of ontologies for data-integration, highlighting the great challenges these technologies will bring especially to the digital humanities’ practitioner. To this aim we also provided some examples from our previous research in the philosophical domain. In the final paper we will expand this research also by drawing from the results of a detailed analysis of the various projects ongoing in our department. It is our hope that this research will stimulate further discussions and the formulation of a preliminary but comprehensive research agenda.
References


Notes
1Application Programming Interface, that is, an access point by which such data can be retrieved or manipulated programmatically.

2It has to be noted that some of these challenges have been faced in previous efforts (preceding the advent of the web) of formalizations in the humanities: good examples are the creation of domain-specific thesauri and taxonomies, or the classification systems in library studies.

3Note that we are focusing on the conceptual implications here rather than on the challenges of an ontology implementation by using specific computer languages.
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In the proposed paper, I reflect on the theoretical implications and methodology of diplomatic digital editions which have arisen out of a three-year AHRC-funded project devoted to Jane Austen’s holographic fictional manuscripts. The title of the paper is deliberately ambiguous in order to mark the dual nature of a topic that applies to both transcription and publication.

For transcription the TEI Guidelines offer a large variety of elements to transcribe and describe primary source documents at almost any level of granularity and detail: “to all intents and purposes”, Driscoll remarks, “there is no limit to the information one can add to a text – apart, that is, from the limits of the imagination” (2006:261). But the availability of an element does not imply the necessity of using it—and this is a crucial point, as we will see.

For publication, Tanselle notes, “the editor’s goal is to reproduce in print as many of the characteristics of the document as he can” (1978: 51). Although this may be valid for print, it is of little help in a digital environment, where you can represent much more. This can be positive, e.g. to avoid most of what Michael Hunter calls the “confusion of brackets”, but it leaves open the question of where to stop—a question only made more complicated by the extensibility of the TEI.

Driscoll states that:

In the determination of how much information should be included [in the transcription of a manuscript], the decisions facing the producer of an electronic transcription are essentially the same as those facing the producer of any transcription (2006:257-8).

However, even if the decisions are of the same kind in both media, they may have quite different resolutions for a digital edition, as the new medium allows the transcription and output of many more features, as I just noted. Nevertheless when designing a digital transcription a scholar needs to define her/his own boundaries:

An electronic edition is like an iceberg, with far more data potentially available than is actually visible on the screen, and this is at the same time a great opportunity and a temptation to overdo things. When so many possibilities exist, there is a danger of technological considerations of what can be done taking priority over intellectual considerations of what is actually desirable or necessary in any particular case. (Hunter 2007:71).

But when does stopping imply a loss of information and when is it simply wise? More to the point, what is the information that needs to be represented and which is desirable but not essential? Can this essential information be feasibly encoded in the transcription? And can it be conveniently represented in the visual output? And again, if the edition includes a digital image of the source, should the limits change or is the diplomatic edition altogether worthless?

The answers to most of the previous questions depend on the research goals and the editor better judgement in interpreting which feature contained in a source is relevant, and which is merely ornamental: as Claus Huitfeldt demonstrates, in fact, there is not such a thing as an objective diplomatic transcription (2006:194-6). Nevertheless those involved with print have been able to produce guidelines and lively discussions, while their counterparts in the digital medium seem more or less to be avoiding the topic.

According to Tanselle, essential features that need to be retained in a diplomatic transcription of modern holographic documents are: punctuation, spelling, letter shape (long s, i-j, u-v, for instance), capitalization, abbreviations, authorial errors, deleted readings, added texts (maintaining or marking their positioning). In a digital framework we can do more than that, for instance we can measure dimensions of gaps, distinguish a wider range of letter shapes, reproduce the colour of the ink, the temporal sequence of the revisions, etc. On the other side Hunter does not hide his uneasiness toward typefacsimile editions, stating that: “the aim is to produce an edition which does justice to the content of the manuscript, paying attention to its actual appearance but not fetishising this”, adding, though, that as markup languages allow the editor “to have his or her cake and eat it”, it is possible to push the representation forward and, for instance, “if the editor sees a value in preserving the abbreviated forms […] they are welcome to do so” remarking though that “I would not bother” (2007:85, 80).

The XML markup language, especially when used according to the TEI Guidelines, allows editors to encode features that could serve for different displays of the text. Thus from the same text we can easily produce diplomatic, semi-diplomatic, reading and edited texts. We can have our cake and eat it. But encoding for multiple outputs is sometimes not very easy; compromises may be required. In the transcription of Jane Austen manu-
scripts we see, for instance, interlinear insertions being placed in positions that do not correspond to logical insertion points: in this case we had to choose which aspect to privilege, the semantic of the text or the appearance of the source document, the former being relevant to the production of a reading edition and the latter for the diplomatic edition.

It is clear that there are limits to the representation of documents, and those limits are both conceptual and pragmatic. Once the document has been transcribed, a certain level of distance between the physical object and the transcribed object is inevitable. Hunter again:

different handwritings and letter forms, but also ink blots, different methods of striking through words, or exact details of layout, for which only a pictorial facsimile suffices. The chief thing which a type-facsimile can do is to distinguish words in pen or pencil, or in different hands, but even this might be better achieved by a commentary on a photographic or digital reproduction (Hunter 2007:75).3

In fact, no transcription, however accurate, will ever be able to represent entirely the source document. Some characteristics of the manuscripts are irretrievably lost by transcribing it, e.g. the variable shape and spacing of handwritten glyphs versus the constant shape of digital fonts. As Hans Walter Gabler says, “clearly the diplomatic transcription is already a distinct abstraction from the document” (2007:204). On the other hand, the more details we add to our transcription and the more accurate it is, the greater the density of the markup, with consequent loss of readability and loss of editorial control over the text. Even if stand-off markup can help to address this problem, the “cost” of the markup remains relevant.

This paper will use the experience of the Jane Austen Project to address the following questions from a theoretical and pragmatic point of view:

- What cannot be represented in a transcription?
- What can be represented but at too high a price (i.e. requiring too high a level of encoding) to be feasible?
- What should not be represented?
- Which features can be encoded but cannot be reproduced with existing digital publication standards (i.e. HTML/CSS)?
- To which display should a given feature belong?

The paper will open up discussion on essential aspects of editing texts in a digital environment by attempting to define a minimal shared protocol in digital transcription of documents. The author hopes that many other contributions will follow.
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1Sperberg-McQueen 1991:36: “When I observe […] that X and Y must be tagged (or taggable), I mean not that everyone should be required to tag X and Y, but that any general-purpose markup scheme must provide tags to enable researchers to tag X and Y when they wish so”.

2And indeed Robinson 2002 remarks his frustration toward digital editions that do not present “material in a manner significantly different from that which could have been managed in print”.

3For instance, speaking of square brackets, he says: “these have been used for almost diametrically opposite purposes – to indicate deletions in the original; to denote text lost through mutilations; or to denote editorial sup-
"The image-based scholarly edition subsumes the purpose of a diplomatic edition and removed the fruitless frustration of trying to preserve the exact layout, illumination, and physical appearance of a manuscript in printed form." (Kiernan 2006:266)

6But see Huitfeldt 2006:190.

7See also Sperberg-McQueen 1991:34: “What computer process are representations of data. [...] Representations are inevitably partial, never disinterested”.
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The history of the book is an interdisciplinary field of inquiry that has been emerging for the last decades. Scholars of the history of the book use the development of books and reading to study larger historical ideas. In the digital realm, the digitization of books has received a great deal of attention, including funding and media coverage, as facsimiles of physical books are created for the digital environment. The application of digital tools to the broader study of the history of the book, however, has been much slower to catch on. This presentation will introduce the *Atlas of Early Printing*, a digital project utilizing tools such as GIS data, Flash-driven interactivity, and 3D computer graphics visualization to transform how information about the invention and spread of printing during the fifteenth century is presented. Rather than a consideration of the digital book, the *Atlas of Early Printing* represents new directions in the digital book history.

The background of the project will be outlined by an overview of the historical moment the *Atlas* is designed to represent. The printing press was developed by Johannes Gutenberg during the mid-fifteenth century in Mainz, Germany. Following the production of his famous Bible during the years 1450-1455, printing slowly began to spread throughout Europe as the secrets of the trade were handed down to apprentice and journeymen printers who set off to establish businesses. By the beginning of the sixteenth century, printing was a well-established and widely accepted trade, with presses operating in hundreds of European towns and a brisk trade in books increasing in volume every year.

The spread of printing has been depicted in several maps, the most well-known being those in Lucien Febvre and Henri-Jean Martin’s *L’apparition du livre*. In these views, the arrival of printing in towns across the continent is arranged by decade, showing the broad trend of movement but lacking the detail necessary for more sophisticated interpretation. In addition, the maps lack any contextual information. For an event as revolutionary as the invention and adoption of printing, this context is crucial to an understanding of the forces at work: what elements in society supported printing and ensured
its success? What access did printers have to resources and markets? How did these complicated factors work together to produce the intellectual environment for printed books to flourish?

The *Atlas of Early Printing* offers an interactive map that not only animates the spread of printing year-by-year, but includes layers that place printing within a historical and cultural context, such as the locations of paper mills, universities, market towns, and trade routes. All of these layers can be controlled by users, allowing them to view as much or as little information as they choose. The site relies on Flash to display the information online, drawing from a series of XML files containing the data. Changes to the site can be made instantaneously by changing the data in the XML files, leading to a flexible and scalable site that does not require extensive database maintenance. New layers can be added by creating a new XML file, without disturbing the information already present.

The presentation will examine these technical aspects of the map before shifting focus to another primary feature of the site: a 3D computer graphics model of an early printing press (http://atlas.lib.uiowa.edu/press-animation.html). The model was created in Maya and can be rendered in any number of views and animations. The technical process of creating a printed page from metal type inked and pressed on a wooden structure is essentially foreign to many students and even scholars of history. While physical replicas can be viewed at several museums and libraries around the world, few people have the opportunity to experience their operation in person. The digital model brings this esoteric history to life in a manner that enables a user to see a press in action. Because the press is modeled in Maya, individual pieces can be modified. Any reconstruction of an early printing press is conjecture, so the flexibility of the 3D model allows for changes and variations. Future plans include detailed close-up views and, ultimately, a model that a user can manipulate in real time online.

This presentation will also describe the site’s development process. The primary goal for the project was to create an intuitive, easy-to-use, yet in-depth resource with widely available software in a compressed period of time. The *Atlas of Early Printing* was created over the course of a year from initial discussion and funding to the uploading of version 1.0. The collaborative effort between different university units that had seldom worked together previously, which enabled this schedule, will be discussed.

Finally, the possibilities for future expansion and development will be considered in light of the potential that digital mapping holds for a broader range of book history topics. By applying digital humanities tools and techniques to the databases and image resources representing historical books, new ways of capturing and depicting the history of books as objects can be achieved. The *Atlas of Early Printing* is an initial step toward projects that will analyze bibliographic data and combine it with geographic information systems, to provide methods for researching and teaching the history of the book.
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John Unsworth, in writing about the rhetorical model in the humanities, asserts that “we believe that by paying attention to an object of interest, we can explore it, find new dimensions within it, notice things about it that have never been noticed before, and increase its value.” [1] One way that digital humanists pay attention to texts is to assemble them into groups and analyze them. In the last few years, the digital humanities have increasingly benefited from the ability to perform analytical operations on individual texts and, less frequently, on text corpora. Efforts such as TaPOR, HyperPo, Nora Project, WordHoard, TokenX, and others have made it possible, with varying degrees of success, to process texts and output a wide assortment of data about them. The MONK Project has worked to combine full-text archives so that the once-exclusively offline activity of performing sophisticated algorithmic analyses on large text corpora can be performed, in a web browser, for large sets of documents.

Outside of the digital humanities realm, some commercial sites are beginning to offer access to limited text data. In 2006, the New York Times, using technology developed by Answers.com, quietly implemented the JavaScript “double-click dictionary” feature, where users could double-click any word in an online article and a new window would pop up with dictionary and thesaurus information [2]. While this may not serve as a traditional example of text analysis per se, it moves closer to new dimensions of noticing.

These efforts, both within digital humanities and without, have gone a long way toward making text analysis techniques accessible to a somewhat wider audience. But, as the maintainers of most of these projects would probably acknowledge, this task is made more difficult by the complexities associated with, and diversity of, the analytical techniques desired. Developers in this area have traditionally employed a specialized vocabulary, designed interfaces that are anything but general, and placed a high premium on information density in their representations. This ideal is not always in accord with the design of an interface intended for reading a text. In fact, there are significant problems associated with presenting text analysis to users. In one example, the interface I developed for TokenX suffers from the same shortcomings that many web-based text analysis applications have: (1) it is insufficiently intuitive, (2) users have to read the menu/link options because there is no universally acknowledged visual language of text analysis, (3) there are often too many steps involved in getting from where you are to where you wish to be, and (4) the user must summon a new page, or parts thereof, to see the results of a given text analysis operation. [3]

There is a clear need for nearby points of entry to text analytical results — ones that are conveniently embedded in the document the user is reading. I use the term “nearby” in contrast to “convenient” to emphasize the collocation of texts and textual data. It is not sufficient that data be a few clicks and scrolls away from where you are when you are reading. The data must be where you can see it at the point you decide you want it. An example of such a point of entry that is sufficiently proximal might be the browser tooltip. A conventional use of a tooltip involves an information-bearing mouseover effect that appears on request and disappears when the mouse moves away. To a similar end, I propose the creation of a text analysis interface that may seem radical. Such an interface would require no configuration, avoid rarefied terms and procedures, and stand in an immediate relationship to the reading field of the text under investigation. It would be located where the user is reading at a given moment. From the perspective of the user, the analysis would be located in the document, or corpus, itself. No longer would it be necessary to travel to a different online site to generate text data about either the text that the user is reading or the corpus it occupies.

Embedded text analysis would, for the sake of broad interoperability and access, function in a wide variety of modern browsers and would afford users access to quantitative data about individual documents and, where appropriate, the corpus of texts related to the present document. Unlike other text analysis tools, an embedded text analysis interface will not sever the connection between the reading text and the data, but will foreground it. For reasons presumably similar to those underlying the embedding of the electric washing machine into the average home in the 20th century, embedded text analysis will emphasize the convenience of the user. From the perspective of the user, embedded text analysis features should seem clear and obvious.

Technical challenges abound, ranging from how best to embed complex data results in ways that are easily understood and do not interfere with reading to identifying in advance the analytical procedures that a user might want to invoke. Such procedures would probably include lemma information, part of speech, word n-grams,
character n-grams, lemma n-grams, word and character counts, keyword and n-gram in context visualizations, word distribution, term frequency–inverse document frequency (TF-IDF) data, sentence lengths, and more.

An approach to data visualization using embedded text analysis techniques is innovative, both in terms of development and deployment, and anticipates future needs for emerging methods of looking at large sets of text data. As more humanities content is digitized and made available—the entire Text Creation Partnership collection of texts will be freely available in 2015—there will be more demand for tools to perform increasingly sophisticated analyses. The historic manner of representing text data as a static graphic element, rooted in print publishing and its once-necessary reliance upon static representations of data, will yield to a growing need for dynamic user-directed visualizations embedded precisely where they are needed: inside the reading field itself.
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3. TokenX was designed, at the University of Nebraska-Lincoln’s Center for Digital Research in the Humanities, to provide an easy-to-use web-based interface for text analysis and visualization that supports both XML and TEI texts.
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Introduction

The condition of medieval manuscripts ranges from those that are fully legible to those which can only be read in part, and their legibility is determined by the manner in which they were preserved and treated throughout the ages. In some cases deterioration is due to processes such as fading or staining; in others, the text may have been interfered with in some way. For instance, in the Irish context, the oldest surviving manuscript written entirely in Irish, Leabhar na hUidhre (12th century) was subject to part-erasure and rewriting by a scribe who was active at some point between the 12th and the 14th centuries. The Yellow Book of Lecan (circa 1400) was overwritten in part by an antiquarian scholar active in the 18th century, while the use of chemical agents to enhance readings by scholars working in the 19th century has had a long-term detrimental effect on a number of other manuscripts. Two central research questions of interest to all scholars, therefore, are:

• To what extent is text recovery in key medieval texts possible using current technologies, e.g. palimpsest, fading, deliberate removal?

• To what is it possible to establish irrefutable scientific evidence for interpretation of questioned documents, e.g., identify the different hands (inks)?

In this paper, we illustrate how to provide answers to these questions using modern scientific techniques and emerging forensic technology, i.e. hyperspectral imaging [1] and associated image processing techniques [2].

The acquisition of a hyperspectral scanner by An Fo-
ras Feasa (AFF), a Forensic XP-4010, has presented an opportunity to subject damaged or illegible texts to a modern scientific re-examination. The scanner has the potential to read various different layers of a manuscript in a manner not possible to the human eye and to analyse elements of its composition. As such it presents the possibility of retrieving text that has been lost through fading, staining, overwriting or other forms of erasure. In addition, it offers the prospect of distinguishing different ink-types, and furnishing us with details of the manuscript’s composition, all of which are refinements, which can be used to answer questions about date and provenance. This process marks a new departure for the study of manuscripts and may provide answer many long-standing questions posed by palaeographers and by scholars in a variety of disciplines. Furthermore, through text retrieval, it holds out the prospect of adding considerably to the existing corpus of texts and to providing very many new research opportunities for coming generations of scholars. In this introductory paper on hyperspectral imaging we concentrate on two key processes: text recovery and text segmentation.

Methodology

The investigative and analytic methods described here are based on a novel and highly specialised technique called Hyperspectral Imaging. Hyperspectral imaging is a non-destructive optical technique that measures reflectance (fraction of light reflected) characteristics of a document with high spatial and spectral resolution. An hyperspectral imaging device records a sequence of digital images of the selected manuscript area (with maximum dimensions 50 mm x 50 mm) illuminated with monochromatic light from a tuneable light source from 350 nm (near-UV) through the entire visible range and up to 2400 nm (infrared). The value of each image pixel in the recorded image sequence represents an accurate measurement of the reflectance curve for a tiny, 13 micron square, area on the document. Analysis of all spectral curves, essentially a cube of information, provides information about the physical characteristics of questioned manuscripts.

Hyperspectral imaging, together with modern two-dimensional spectrum software and three-dimensional image and visualisation software, provides modern researchers working in the field of historic documents analysis with opportunities for forensic examination that were heretofore unavailable. Methodologically, there are two main fields of applications of this technique: (i) the extraction of relevant historic, diplomatic and palaeographic information from documents and (ii) the investigation of the impact of environmental conditions on document condition and of degradation effects on writing materials and substrates. In particular, reflectance curves found in different sections of the manuscripts can be compared with each other in order to determine whether different types of inks had been used during text composition or to identify modifications that occurred during the manuscripts’ history. Light spectroscopy analyses may also be conducted to aid recovery and segmentation. Fluorescence occurs when an object emits a high wavelength (low energy light) following illumination by a shorter wavelength (higher energy light) due to molecular absorption of part of the incident light. Furthermore, the spectral curves may be compared with those in international databases containing typical ink spectra to determine and date the kind of ink or pigment used. The image cube recorded using the technique may be used to enhance the visibility of hidden material such as palimpsest or erased text.

This methodology for manuscript analysis is of significant interest to archivists. For example, The National Archive of the Netherlands in The Hague recently commissioned the development of a dedicated hyperspectral imaging instrument specifically designed to analyze archival documents and to monitor their aging process during storage and exhibitions. Furthermore, at the 16th ICA (International Congress on Archives) Congress in Kuala Lumpur from 21–27 July 2008, two special sessions were devoted to the application of hyperspectral imaging for historic document analysis and its use in providing quantitative, objective criteria for balancing the competing interests of document preservation and presentation. This proposal is therefore informed by current international research and best practice in document analysis and textual imaging.

Example: Text Recovery of hidden text

Figure 1(a) shows a 16C book cover that has become degraded with time and contains mould in places. The interior cover’s structure, shown in Figure 1(b) consists of an underlying text which has been pasted over with a clean blank faced sheet of paper. Using fluorescence spectroscopy, i.e., light induced fluorescence in the pages it is possible to reveal the underlying text as shown in Figure 1(c) and 1(d). Here, we will describe the underlying fluorescence and reflectance spectroscopy principles and techniques used to reveal hidden text of this nature, and in several other examples. A complete description of the techniques used for this particular recovery is given in another paper in this conference session.

Example: Text Segmentation of three different inks

The general objectives of cursive text segmentation in-
clude tasks such as word spotting, text/image alignment, authentication and extraction of specific fields [3]. An important step associate with all of these tasks document segmentation into text lines. In general, this is difficult due of the low quality and the complexity of these documents, and automatic text line segmentation is an open research field. In general, sophisticated image processing of single-image documents is the norm [3]. Here we describe recent approach to the segmentation problem, which we refer to as hyperspectral segmentation; the technique is based on the separation and segmentation of differing inks by recording and analysing the reflectance properties of different inks. This technique is particularly useful for the segmentation of texts that have been edited by various authors over a long time period. It is also possible to date the editions by comparing the segments with known dates, or using repositories containing hyperspectral properties of different materials (e.g. inks, paper, etc.). Figure 2, below, shows the results of the technique when used to segment some text with two later annotations (giving three primary additions or segments). Three different inks are used, although the all appear similar in visible light, as shown in Figure 2(a). Figure 2(b) shows the reflectance curves for the two annotations and how it is possible, using appropriate image processing to colour-code the different inks. Figure 2(c) demonstrates how it is possible to foreground the original text, and Figure 2(d) demonstrates that is is possible to isolate, or segment, the annotations. A complete description of the potential for these hyperspectral segmentation techniques for dating and segmenting the Göttingen kundige bok 2 is given in another paper in this conference session.

Conclusion
The recovery of illegible or deleted text, the analysis and dating of ink-types, and the minute analyses of scribal hands, segmentation of cursive test, are activities in palaeographic and manuscript studies, and their subsequent textual encoding. This abstract describes how hyperspectral imaging can be used to perform quality text recovery, segmentation and dating of historical documents. Our paper will provide a complete overview of the acquisition (reflectance spectroscopy, fluorescence), computational and segmentation techniques used for (i) a 16C pastedown cover, and (ii) a three-ink example typical of that found in Göttingen kundige bok 2.
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Many of those whose profession or study is now in the field of musical theater recount a similar childhood memory of listening to a library copy of a cast album while following along with a printed libretto. Although this is an awkward and incomplete way of experiencing the historical works of musical theater, it still is the only way many fans of the genre not lucky enough to live close to New York can read the text of new Broadway musicals. Commercially released filmed versions of stage shows are relatively rare and do not allow for the careful close reading of the texts students of other forms of drama take for granted. The Electronic Broadway Project, based at the Maryland Institute for Technology in the Humanities (MITH) and funded by an NEH digital humanities startup grant, seeks to provide a better way of accessing the important texts of musical theater for the next generation of fans, scholars, and artists who may even now be pausing their MP3 player and rereading a particularly moving lyric.

In this paper, I will describe the technical, legal, and scholarly challenges the project team faced and overcame as we strove to create an electronic edition of the new Broadway musical *Glory Days*. *Glory Days* was, in many ways, an ideal first title for our series as it poses many difficult research questions with implications that extend beyond musical theater studies alone. Like so many new literary works, *Glory Days* was mostly written using digital tools (word processors, digital music recorders, etc) and so the primary sources are, in many cases, preserved as bits on magnetic media rather than as ink on paper. The creators kept meticulous archives of the various versions of their script during rehearsals, and so the work of the critical editor lies in organizing and collating electronic, rather than manuscript drafts (a process which will become increasingly common in the future of editing and textual criticism). The creative team also preserved their instant message and email discussions, thereby creating a record of the creative process theater historians of earlier periods would envy.

Further, the collaborative nature of musical theater creates a situation in which many different parties hold copyrights for the component elements, each of whom must be convinced to allow access to their work for edu-
cational purposes. This is a difficult problem, and one perhaps best solved by clear precedents that shift the cultural atmosphere from one of paralyzing fear of piracy to an understanding that open access to the texts of musical theater can promote interest in licensed productions of their works. The copyright holders of Glory Days have generously given us permission to produce a free and publicly accessible edition of their work, an act that, we hope, will set such a precedent.

Of course, the biggest technical challenge in producing an electronic edition of a musical is finding an intuitive way to represent and link the various languages (musical, verbal, and terpsichorean) the form uses to communicate. The web-based interface the project team designed will allow the user to have complete control over the amount of information available on the screen at all times. Any number of windows containing various objects from the digital collection can be opened (or closed) as the user requires. Clicking on a lyric or a bar of music will start the associated recording playing from exactly that point in the song. Notes in the text will link to critical commentary, images of artifacts in the archive related to a particular line, or variants in other versions. Actors will be able to choose to display only the lines and cue lines for a particular character in order to learn their lines. Musicians, in future versions if not in this prototype, will be able to play along with a digital orchestra that includes every part but their own.

Although our edition of Glory Days will focus on the text and music of the work, we will also consider the difficult problem of representing the visual elements of the piece and design our interface with this sort of extensibility in mind. How, for instance, does one present a scholarly edition of a dance number? Is there an inexpensive way to digitally capture and render motion in order to create an accurate transcription of dance in the same way that text and staves now encode spoken words and music? Because musicals tend to privilege spectacle and are often developed with the limitations and possibilities of a particular theater in mind, the performance space itself should be considered a part of the piece, but how does one highlight this spatial component of a work in an edition (electronic or otherwise)? How should the performance of music and dance best be linked to their coded representation on scores and choreographers notes? In this paper I will explore such questions and describe the project teams best plans for answering them in phase two of our project.

The Shakespeare Quartos Archive and TEI-P5

Doug Reside
University of Maryland, College Park
dreside@umd.edu

The Shakespeare Quartos Archive will make available every extant copy of the quartos printed prior to 1641, starting with Hamlet. We will further provide transcripts, marked in TEI P5, of each of the copies and a state of the art web-based interface that will permit users to view any number of quartos at once and create their own exhibits and annotations based on items they locate in the collection. In this paper I will discuss the challenges of using TEI P5 for a dynamic, interactive image-based edition.

We decided to use TEI for the Shakespeare Quartos Archive (henceforth called SQA) for the predictable reasons—the advancement of a common standard with the concomitant potential for interoperability of the data with a variety of interfaces and the promise of data persistence across systems over time. We hoped that the page-image features of the P5 standard (e.g. facsimile, surface, and zones tags) would make up for what was sorely lacking in earlier iterations of the standard. We were, as anyone who has worked extensively with the standard might predict, disappointed but not despairing.

I do not regret the decision to use TEI P5 for the archive. There are, after all, few reasonable alternatives at present. However, it is clear that TEI has not yet sufficiently evolved the ability to encode data in images with even the flexibility of the early versions of HTML. In this paper I will discuss three functions in particular that proved unnecessarily difficult to implement: processing structurally coded XML for display in a page-centric interface, identifying regions within images, and integrating user-generated annotations into the data model of TEI.

My first complaint is more of a quibble than a real problem, but it is one I know many share. The current zone tag allows only for rectangular regions. Lou Bernard and others on the various TEI listserves have argued that this is all that is really necessary and that other XML schemas, like SVG, can be imported to handle anything else. I appreciate the desire for simplicity in the schema, but I question whether providing for a very limited shape (the rectangle) and then forcing users to import entirely new schemas to achieve the sort of functionality allowable even by HTML is really all that simple. I would dis-
agree with, but could respect, a decision to leave shape descriptions out of TEI altogether; such a decision, at least, would be consistent with the stated goal of simplicity. But, surely, if the standard is going to natively support one and only one sort of shape, a set of three or more coordinate-pairs defining a polygon is a better choice. Of course, for curves and circles this might also be insufficient, but it is at least possible to approximate a circle with a series of points. I do not know how to make a circle with a square.

Additionally, as in so many projects, the problem of overlapping hierarchies has plagued the encoding and processing of the Shakespeare Quartos Archive. SQA presents the user with a desktop-like environment of draggable, resizable panels that can display, for a given page in a quarto, either a digital image or a textual transcript. The user, through the use of navigational buttons, can advance forward through the quarto, reading the page images or the transcripts in order. Such an interface is relatively common in image-based editions, but seems needlessly complicated to produce in TEI where pages, in order to solve problems of overlapping hierarchies, are usually represented as empty milestones. This is a familiar problem in TEI encoding, of course, and has proven so bothersome as to be the subject of a special interest group of the organization. Various attempts at solving this problem through segmented tags or concurrent hierarchies of various sorts are still being discussed, but the use of an empty milestone tag for page breaks is, while not a universally accepted solution, probably the most common one.

Milestones for page breaks make a great deal of sense when the page division is perceived by the audience as a vestigial interruption in the data stream, useful only for those interested in the physical properties of the analog format represented by the digital surrogate. However, in the case of an image-based edition, the page is in many ways the central unit of data organization. In order to return all of the relevant XML for a current page, and then transform this XML into HTML, it is necessary to suppress the text not between these breaks while preserving the structure of the XML document tree. This can be a resource intensive and time-consuming process which is not natively supported by XSL most DOM processors. Ultimately, we wrote a script to strip out all of the text nodes not located between the desired page breaks, find the lowest common ancestor of both page breaks, then transform this ancestor node into HTML using an XSL transformation. This process took far too long to be acceptable for the dynamic web environment we required, and so we finally resorted to preprocessing the XML into a series of HTML pages to be loaded as needed via AJAX calls.

Further, in the Shakespeare Quartos interface, we will allow users to add their own “tags” to regions of text or image. While this data will ultimately be stored in a database, it seems logical that the user-generated annotations should also be represented in TEI. Unfortunately, even the new P5 guidelines remain solidly rooted in the pre-web 2.0 world. The user/reader of a TEI document is allowed to passively absorb the text, but is not allowed to comment on it (at least in the same language as the text being described). Of course, some of this is built into the relatively static nature of XML on the web. XML files tend to be static; databases are what are modified. Still, without a standard way of representing annotations of TEI across systems, we are consigned to the same sorts of idiosyncratic, interface-specific solutions that TEI theoretically claims to overcome.

Of course, user annotations are not an easy thing to encode. My earlier problems with page breaks seem positively simple when compared with the conflicting hierarchies that necessarily ensue when we allow users to generate tags. Both problems force us to look hard at the solutions suggested by the members of our community concerned with overlap, and think very hard about the possibility of completely restructuring the language standards to account for our very non-hierarchical data sets. My personal preference is for standoff markup. In this method, the content is separated from the XML tree. The tags point to positions, labeled either through milestones in the content or through identifying the start and end offset of the range of characters that are described by a particular tag. The usual objection to this method is the very real problem that a single addition or deletion of a character in the text area will break the entire system.

To solve this, I recommend that the TEI community develop a TEI-compiler that turns “normal” XML into standoff markup. A TEI editor can write the mark up the text in the usual way, and then, as part of the validation/publication process, compile the XML. Any change to the document requires recompilation, of course, but I believe the slight slowing of the revision process may actually encourage archiving and preservation of earlier drafts. This, in turn, will make the citation of our online work an easier matter. Too often fellow scholars are forced to cite versions of our digital work that no longer exists because a quick update and “Save” obliterated the object of their reference. In the SQA, we will represent user annotations in structured XML that identifies the author of the comment along with whatever biographical information he or she chooses to provide, and then include a link to the file, offset, and length that is the.
subject of the note. This is only possible, because any
published version of XML will persist even if the XML
is later updated. If transcripts and XML were modified
without cost or record, a user who annotates our texts
could never be sure that her XML is pointing to the text
she means to comment on.

The revisions to the TEI standards in the P5 update rep-
resent an important step in the right direction, but I be-
lieve they are no where near as expansive as they should
have been to bring TEI into the 2.0 web that now serves
as the primary distribution mechanism for our work. In
the course of developing the SQA, we have been forced
to cobble together non-standard methodologies to work
with our TEI-compliant XML. It is my hope that we can
design the next iteration of TEI with an eye towards true
standardization.
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Introduction

How do you end a project? Usually in our confer-
ences we talk about imagining projects, starting
them, getting funding, gaining respect, managing them
and their research outcomes – but how often do we think
about their ends, how we close them down and leave our
digits behind for others. In this paper we propose to dis-
cuss the ends of a particular digital project, the SSHRC
funded Globalization and Autonomy online Compen-
dium. In the paper we will do the following:

1. Provide background to the project.

2. Demonstrate the major digital outcome of the proj-
ect, the Globalization Compendium.

3. Discuss the problem of ending and how the project
has been deposited.

4. And conclude by talking about the challenges of
closing projects gracefully.

Project Background

The Globalization and Autonomy Online Compendium
was one of two major coordinated outcomes of the Glo-
balization and Autonomy project. The other outcome
was a 10 volume academic book series being published
by UBC Press. The project was supported by an MCRI
grant of $2.5 million from the Social Sciences and Hu-
manities Research Council that was awarded in 2002. [1]

The project was led by William Coleman at McMaster
University, and involved over forty co-investigators in
twelve universities across Canada and another twenty
academic contributors around the world, not to men-
tion the graduate students funded and staff. Unlike
some projects, the digital component was woven in
from the beginning. It was written in, budgeted, and re-
viewed. This included a review of the online Compen-
dium by UBC press as part of the review of the book series. We also promised that the online component would be deposited and budgeted for that process. [2]

The core research objective of the project was “To investigate the relationship between globalization and the processes of securing and building autonomy.” The project was intended and administered to understand globalization in a collaborative and interdisciplinary way that avoided the often political and economic focus of globalization research. Hence the “autonomy” in the title - to explore globalization and resistance to globalization.

Demonstration
We will demonstrate the following aspects of the Online Compendium in order to illustrate some of the challenges faced when depositing it:

- Home page: we will discuss the scope of the Compendium
- Connection to Volumes: we will discuss how the Compendium and print volumes are connected
- Types of documents: we will show the different types of documents included and how they are linked. There are articles, position papers, summaries, glossary articles and a bibliographic database
- Articles: we will show how the design of the dynamically generated site allows different views to be generated from the raw XML to PDF
- Bibliographic database: we will discuss the issues around maintaining a central bibliographic database that is changed as papers are submitted and encoded

Digital humanists can probably imagine how we built this, but we need to review the structure of the project to understand what it is that we want to bury and the challenges inherent in the deposit process. Most of the content in the Compendium was written by participants and submitted as MS Word files for editing. We decided early not to force contributors to learn our XML scheme, a scheme which was developed through a consultation process based on the TEI guidelines. The editor and assistants carried out the encoding which also allowed us to add consistent links, especially for glossary articles of which there are over 200. We also used a custom search and replace batch tool to update the links regularly as we got more glossary entries.

The TEI XML files were parsed, verified, and processed when uploaded through the administrative interface. Metadata was extracted for the databases to generate tables of content dynamically and the files were indexed for searching. Bibliographic entries were the one form of content entered directly through a web interface. At an early stage, we identified the challenge of synchronizing a single bibliographic database for the project with all the bibliographies in the individual position papers, articles and glossary entries as they were submitted. As documents were submitted, the vagaries of individual authorial preferences, not unexpectedly, led to slightly different information for the same reference. We needed a way to normalize the bibliographies. What we constructed may seem Byzantine at first, but through application you will see how it makes sense.

1. When an editor encodes the bibliography of an article she doesn’t do it in the XML file. She enters any new records into the online database and checks any entries that already exist against the existing record.

2. If there is a discrepancy she follows it up and corrects the database entry if needed.

3. Once an entry is checked in the database she generates a stub tag with a key that corresponds to the database record. That is put into the XML file for the article rather than a full record.

4. When the XML version of the article is uploaded to the Compendium the system replaces the stubs with a full TEI `<bibl>` entry from the database. Thus each article has a full bibliography marked up in XML at the end should we deposit the articles independently of the bibliographic database. The Compendium project team felt this was important because they didn’t want their writings dependent on other data for completeness.

5. In the uploading we also keep online all the XML files with just the stubs. This allows us to periodically rerun the process that adds the full bibliography and replaces the full XML files thereby eliminating any inconsistencies that might occur as we correct entries over time. In effect we regenerate the content on a regular basis.

The Compendium itself in order to be experienced therefore is a system with the following components:

- XML files of the content
- A MySQL bibliographic database
- A metadata database of the content for generating
A full text index for searching the text

• The code that handles the dynamic generation of the site, the searching, linking and the XSL transforms.

• Some HTML pages, and CSS stylesheets

• And various images that are embedded in pages.

Depositing What?
The XML files are not the site, and therein lies the problem of burying the whole Compendium. The experience of the Compendium is not only in the individual articles, or even in the bibliographic data – it is in the interaction between these mediated by the code and in the user experience. The glossary is a prime example – the meaning is not just in the text of entries, but in the searchable whole and web linking articles to others.

At the start we thought it would be trivial to deposit the Compendium. We promised that we would encode the content following TEI guidelines and then deposit it at the Oxford Text Archives and other similar digital archives, but of course, the XML is not the Compendium. The Compendium is a work of its own that is more than the sum of the XML files. How do we deposit a system?

Why do we make such a big deal about ending the project and what exactly is the problem? The simple answer is that the funding body requires projects to deposit their research data. To quote from the SSHRC Research Data Archiving Policy, “All research data collected with the use of SSHRC funds must be preserved and made available for use by others within a reasonable period of time.” If you accept the research funds you are obligated to do so, even though in a survey SSHRC conducted as part of the National Research Data Archival Consultation they discovered that very few had.

Another answer is that this is what we should do. Projects should be designed from the beginning to die gracefully leaving as a legacy the research data developed in a form usable in the future. That is what scholarly encoding following best practice guidelines like the TEI is about – encoding your data so that others can understand the decisions and be able to reuse it. We are fooling ourselves if we think projects will survive over time as living, well maintained projects. Ask yourself how many projects you have buried without a service.

SSHRC provides some of the reasons for archival deposit:

Sharing data strengthens our collective capacity to meet academic standards of openness by providing opportunities to further analyze, replicate, verify and refine research findings. Such opportunities enhance progress within fields of research as well as support the expansion of inter-disciplinary research. In addition, greater availability of research data will contribute to improved training for graduate and undergraduate students, and, through the secondary analysis of existing data, make possible significant economies of scale. Finally, researchers whose work is publicly funded have a special obligation to openness and accountability. [3]

They don’t say it explicitly, but one reason to deposit is that our research itself is of its time and grist for the mill of future researchers who may want to study us. Funders expects us to be open so that others can study the research process once we are dead, buried and history – a rather sobering prospect, but one of the features of an emerging philosophy of open research that advocates for exposing the research process rather than hiding the mess behind authoritative results.

Depositing the Compendium

The challenge then is determining what exactly are we to deposit and where? We conducted an environmental scan to attempt to identify best practices and ascertain what others have been doing to address this digital project archival challenge. Our research and recommendations were compiled and made available publicly on the TADA (Text Analysis Developers Association) wiki. [2] We should however warn that like all wikis this is a working document that was written during the process and has numerous dead ends or rough notes.

We identified the following separate types of knowledge that we might try to deposit:

• **Content** – this is the obvious one – the original research articles encoded in XML and other documents created by the project.

• **Code** – also obvious, but difficult. Why do it? Because in the code lies the interactivity and interface. This includes the XSLT code that generates the interface. The point, however, is that only with the code could one recreate the site as a dynamic site.

• **Process** – this is even less obvious, but the Compendium is the result of various research, programming and editorial processes, many of which are documented in instructions to authors and coders and other administrative documents, including documentation around the deposit process itself like the wiki mentioned. The process whereby we han-
dle synchronizing bibliographic entries is a case in point – it made a difference to the content and isn’t apparent in the final XML files which hide the process. These materials document the Compendium as a collaborative writing project.

- The Interactive Experience – ultimately, for reasons that will be clear below, we also document and deposit information about the experience of the Compendium as an interactive work so that a future user could imagine what it was like to use the Compendium online. We chose to document this with a narrative with screen shots of typical use of the Compendium.

The Solution
So what was the recommended solution?

1. First, we decided to deposit these four components separately – content, code, process, and experience, each in the best format we can find. This is easy for the content, we designed it from the start in XML which is, to a certain extent, self-documenting, but in the case of code it is less clear.

2. All the materials are output to a flat-file format, by which I mean that things like the bibliographic database will be output to XML. The code is commented so that it could be compiled and documentation generated in HTML or XML in an industry standard fashion, although we must note, these standards are for documentation, not preservation. The point is that the documentation will be embedded in the code and could be extracted to produce documentation assuming that future computer scientists recognize how to extract documentation.

3. We are also creating “READ-ME” documents describing the environment and arrangement needed to run the code. We realize this means we are not depositing a working system that someone could download, install, and run to recreate the Compendium. The databases are not being stored in their native format, they will have to be regenerated and we are not creating a compressed file of the whole site. Instead we are trying to deposit something that could be used to reliably recreate the current Compendium. The reason for this is simple, over the long term the chances that someone can recreate the hardware and software platform on which an installation could work will approach zero. Therefore, we are better off providing something that can be understood and reprogrammed, if needed, than something that can’t be install anyway. A further reason is, as noted above, that the purpose of depositing is not only so people can recreate the original site, but also so they can study the Compendium and reuse it in unanticipated ways.

4. I should add that we also not trying to deposit something in a form that the interactivity could be maintained. There are models for preserving interactive objects so that they can be easily run on emulators. The most obvious is to move all the interactivity into XSL or other XML standards for interactive processing like SMIL. The reason we are not going that route is that it is too expensive, probably won’t capture all of the interactivity, and we have little confidence in any of the candidate standards. Does anyone remember HyTime? It was supposed to do for hypermedia what the TEI did for texts. Instead we are depositing a description with screen shots of the experience of using the Compendium so that someone who also had the code and content could at the very least understand the experience, and if they chose to reimplement our code they could recreate the experience.

5. Third, we will deposit the materials in multiple forms including a printout on archival grade paper, multiple copies of archival grade CDs or DVDs, and direct data deposit to online depositories.

6. Fourth, we will deposit the materials at multiple depositories from the McMaster University Library to the National Library of Canada which is in the process of implementing the National Data Archive Consultation reports.

We believe that by depositing in multiple forms, in multiple locations, and with rich documentation of the process and experience we will have buried the Compendium in suitable open casket, ready for reanimation or reuse. Let the worms loose. [4]

Conclusion
This brings us back to graceful ends. There are other ends to the Compendium than its deposit. One end, that is not in the scope of this paper, but may be of interest is managing the review of the Compendium so that those of us who worked on the digital design, but are not published in the book series are recognized. When the project negotiated with publishers for the print volumes, one reason we selected UBC Press was that they agreed to conduct a peer review of the Compendium along with the print series. We often talk about how digital work isn’t reviewed, which causes trouble in the academy, but in this case the Compendium was reviewed and, in ef-
fect, accepted for publication as a companion to the print series. We therefore have an obligation to the Press to deposit the Compendium, an unanticipated side-effect.

The end of a project is not the death of the research. It is tempting to try to extend the life of a project beyond its initial funding as online materials can be so easily updated and added to. We suspect many projects don’t deposit their work because there is always more to be done and the possibility of another grant. The result can be a long and drawn out death where nothing is saved because any day the project could be brought back to life. We have found it strangely liberating to run a process of deposit and believe it can actually release the research to imagine new projects. What is missing is stories about how you can reasonably deposit a project even if you intend to continue the research. We will conclude by briefly describing how the Compendium is the seed for a Global Globalization Research Dialogue project that is proposing to build a social network of researchers that includes researchers in countries affected by globalization, but excluded from research circles. Burying the Compendium allows us to imagine a new project with a life of its own.

Notes

[2] This deposit process is openly documented at Archiving the Compendium, http://tada.mcmaster.ca/view/Main/ProblemOverview


[4] It should be noted that at the time of writing this proposal we have not completed the process, but anticipate that the final deposit will take place assuming our partners like the National Library have suitable depositories in place in time. We note, however, that when you search for depositories, there are precious few in operation. The Oxford Text Archive, for example, seems to no longer take submissions.
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Introduction

A common complaint about tool development in digital humanities is that scholars appear to be reinventing the concordance over and over. The concern is that there is no coherent venue where tools, methods, and algorithms are compared, improved and documented. One model that has been discussed, and to some extent pursued, is the development of formalized mechanisms for the peer review of tools [1]. Competitions and exchanges are another way of advancing the field. In the spring of 2008, the Text Analysis Developers’ Alliance (TADA) organized a digital humanities tools competition called T-REX [2] to assist the digital humanities community in its efforts to make meaningful technological and scholarly advancements. Based on our T-REX experience and that of MIREX, we will present the case that competitions and exchanges can provide an engaging alternative to peer review for methodological advancement. The paper will:

1. Discuss the first competition run in 2008 and highlight some of the recognized contributions that are being presented separately as a poster collection.

2. Discuss similar competitions and exchanges, especially the Music Information Retrieval Evaluation eXchange (MIREX) and how they work to build a community of developers who advance a field.

3. Present the evolution of the next T-REX 2 competition and describe the process whereby the community can build a shared agenda for development.

The 2008 TADA Research Evaluation eXchange (T-REX)

The first T-REX was designed to evolve into a model
like MIREX (Music Information Retrieval Evaluation eXchange) [3] and TREC (text retrieval domain) [4], see below. The first T-REX was therefore designed to seed the community with starting ideas for competition, evaluation and exchange so that a community could form. The response to T-REX was positive and among the many submissions received, judges selected winners from the following categories:

- Best New Web-based Tool
- Best New Idea for a Web-based Tool
- Best New Idea for Improving a Current Web-Based Tool
- Best New Idea for Improving the Interface of the TAPoR Portal
- Best Experiment of Text Analysis Using High Performance Computing

The categories were deliberately chosen to cover not only working tools, but also ideas, designs and preliminary experiments. A primary objective of T-REX is to encourage the involvement and collaboration of programmers, designers, and users. We wanted to get ideas for tools and extensions to tools as much as get ideas from the field. A poster session is being organized in parallel with this paper to show the seven recognized projects.

In total we had 11 submissions from individuals and teams. The proposals were read and judged by a panel of three judges and the adjudication panel chose to recognize seven of the submissions as contributing to the imagination of the field. A poster session is being organized in parallel with this paper to show the seven recognized projects.

T-REX had a number of initial sponsors including the TAPoR project [5], SHARCNET [6], IMIRSEL [7], Open Sky Solutions [8] and the Digital Humanities Quarterly [9]. These sponsors have different reasons for participating, but all were interested in the long-term evolution of the competition. For example, SHARCNET, a high performance computing consortium in Southern Ontario is supportive of the competition because it is a way for the consortium to reach out to the humanities and they hope to be able to support competition activities specifically on high performance computing applications in the humanities. Likewise we hope to find a way to work with DHQ to circulate recognized ideas and competition-exchange documentation.

About MIREX (Music Information Retrieval Evaluation eXchange)

T-REX is modeling itself on MIREX [10], which was first run in 2005. MIREX 2005 comprised 10 different “challenges” (or “tasks” in the MIREX nomenclature) and evaluated 86 individual algorithm submissions. MIREX 2008 represented the fourth iteration of the event and evaluated 168 individual submissions divided over 18 different tasks. The two keys to the apparent success of MIREX have been 1) its bottom-up involvement of the broad MIR research community; and, 2) its integration into the annual “life-cycle” of MIR research publication.

Each Winter, a new MIREX wiki is made available where interested researchers post task proposals. Sub-communities of interest coalesce around many of these proposals (some also “wither on the vine”). The successful sub-communities engage in very lively debate about the nature of the proposed tasks. It is in these debates about task definitions that concepts are clarified and much of the real progress in MIR research can be seen to be made manifest. By late Spring, the task definitions have matured to include the creation of the common datasets, the evaluation metrics to be used, and the input/output formats for engaging the datasets. In the Summer, those mature proposals that have a minimum of three different participants are declared to part of MIREX. Participants then submit their algorithms to the IMIRSEL team at UIUC which are then run over July and August. To reinforce the “exchange” notion that underpins MIREX, each submitted algorithm must be accompanied by an extended abstract that describes the algorithm. By early Fall, the results of the task runs are returned to the participants who must then update their abstracts and have them posted on the MIREX wiki [11]. This timing is not arbitrary as it is designed to coincide with the annual meeting of the International Conference on Music Information Retrieval (ISMIR, the premiere conference in MIR). MIREX has a special and very important relationship with ISMIR. It is now established practice that MIREX be given a dedicated half-day of the conference schedule. This half-day includes a MIREX plenary meeting that brings participants and general community members together. It also includes a poster session devoted exclusively to the presentation of MIREX-evaluated algorithms. Participation in the MIREX poster session is the “cost of entry” and is mandatory. It is the combination of community debate and clarification, evaluation of results, posting of algorithm abstracts, plenary discussions and the poster-based interactions that make MIREX so effective in driving the growth and success of the MIR research agenda.

MIREX is a good model for T-REX because it is based
in a arts computing community similar to that which has a stake in text analysis. MIREX has a formula that recognizes the needs of participants while also providing a framework for review and outreach to the larger community.

**How T-REX will evolve and continue**

T-REX is evolving from a competition to a “evaluation exchange” along the lines of MIREX. Competitions do not allow the community to negotiate the challenges of interest and then work towards them. Competitions do not really encourage the comparing and contrasting of algorithms. Instead competitions risk rewarding and promoting a small number of teams with the resources to create significant tools. For this reason we propose that the next round of T-REX will be structured more as a CE with the following sequence of events:

1. **Developing the next round of challenges.** The participants from the previous round (2008) and new interested parties participate in a round of discussions aimed at developing a consensus about specific text analysis challenges for the next exchange.

2. **Developing the training and text materials.** The competition/exchange administrators have to develop training and test materials for the new challenges.

3. **Invitations to the challenge.** Invitations and contest materials have to be circulated.

4. **Submissions gathered and tested.** The submissions have to be gathered and tested against the original challenges.

5. **Documentation of results.** The results of the tests have to be documented in a way that advances our knowledge. And then it starts all over.

What is new in the next round is the first two steps of developing a community that chooses the challenges rather than the T-REX team choosing them. By inviting participation in the development of the challenge categories the activity becomes more of an exchange of ideas about what should be done and what can be done. The experience of MIREX has guided us on this.

A major issue with competitions and exchanges is their administration. On top of significant administrative work, they need non-trivial technical resources and expertise. The Ad-hoc Authorship Attribution Competition run by Patrik Juola in 2003-4 is good example of the amount of effort that needs to be expended [11]. Juola put ~500-700 person hours into developing training and test materials and running his competition. Likewise MIREX devotes several thousand person-hours to develop training and test materials each year. Further Juola and MIREX have to run the submitted tools against the test materials and document the results in a way that helps all involved. The tools submitted, despite the most stringent criteria, never run just “out of the box.” Solutions to these issues are being developed which include automated web service resources and novel community-based work distribution models.

**Conclusions**

Why run competitions or exchanges? The short answer is threefold:

1. It provides tangible evidence of what has been and therefore can be accomplished (i.e., helps overcome the “reinventing the concordance” problem)

2. It creates a community of inquiry that can focus on advancing the field together

3. It formally recognizes work done to advance the field and documents it

In other words competition-exchanges can serve to recognize work that is hard to recognize through traditional peer review mechanisms, especially design work that is not delivered in a production tool. Tool development would seem to be one of those fields where peer review is unlikely to work, partly because of the significant cost of reviewing code. A competition-exchange reduces the cost because it focuses each round on the algorithms and code for a particular and defined focus and involves the community in setting the focus. A competition-exchange works more like a juried art exhibit with an annual theme where review happens communally. In effect a competition-exchange becomes a community of peers that manage review over time.

This paper will conclude with a call for participation in T-REX 2.

**Notes**
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Introduction

One of the problems facing e-text content publishers and text analysis tool developers is how to connect the appropriate tools with content. Early usability studies around the TAPoR portal [1] suggest that having users think first of the tool and then of the text is to forcibly reverse the normal order of thought. Users do not think of tools to which they bring texts, but instead like to look at texts and call operations on what they see. Accordingly, in this paper we will do three things:

1. We will present the usability case for privileging texts over tools and presenting tools on the side, so to speak.

2. We will review various interface models developed by the TAPoR project and others for embedding tools into content interfaces.

3. We will review the challenges of connecting tools reliably to content, especially connecting tools to large digital library collections. In this context we will discuss technical and open source solutions to the connection issues.

The Usability Case

Humanists are used to looking at documents; they are not used to treating documents as tokens for processing by tools. Interfaces for text analysis like that prototyped in the Eye-ConTact project [2] that present a visual programming environment where processes are connected into a “pipe and flow” diagram are too abstract for most humanists. The TAPoR (Text Analysis Portal for Re-
search) workbench model is arguably less abstract, but users work by selecting from a list of favorite texts and a list of favorite tools that they run the texts through, a process that effectively hides the texts. Usability interviews conducted by Wendy Duff at the University of Toronto Faculty of Information to help improve the portal interface [1] led us to add an “Analyze This” view that presents the text in one frame with appropriate tools in a separate frame on the same screen. This solution, however, is only useful where a user has gone to the trouble to set up an account and define texts to study. We believe that another promising strategy is to embed tools into environments that already have texts, where there is a lot of content already published dynamically and a tool panel can be added to enhance reading.

Demonstration of Interface Models

TAPoR has been working with a number of projects to provide embedded tools. One source of inspiration and background research are the reading tools provided in the Open Journal System of the Public Knowledge project [3, 4]. At this point in the presentation we will demonstrate the following:

1. The Toolbar in the Globalization and Autonomy Compendium <http://www.globalautonomy.ca/>. This was our first experiment with an embedded tool bar. The code is a long span of JavaScript, CSS and HTML that is placed in the stream that generates all text pages from research summaries to position papers. The tool bar appears discretely at the bottom of the right hand navigation bar and is collapsible. This is documented so others can use it, but unfortunately the code tends to conflict with other CSS and JavaScript so it has only been used on a few projects.

2. Digital Humanities Quarterly. For each tool in the TAPoR portal and likewise for each tool from TAPoRware (<http://taporware.mcmaster.ca>) we provide example code to allow people to easily drop a tool panel or drop-down menu that can call a tool. This is the model that DHQ adopted and a drop-down appears at the top of each article that transfers the user to the appropriate TAPoRware page with the appropriate URL inserted. Unfortunately the code is still complex and difficult to implement.

3. FlashTAT. In order to avoid the problem of lots of conflicting code we have been developing a YouTube-inspired Flash application called FlashTAT (for Flash Text Analysis Tool) that can be embedded with one <object> tag and which, because the interface is handled by the Flash application, does not conflict with existing CSS and JavaScript. This tool also has the virtue that it can link directly to results, in this case a list of high frequency words, so the user can see those results and play with them rather than having to invoke a tool to see anything. We believe this is one of the more promising approaches to providing content providers with an easy way to embed tool interface, though we haven’t tested it extensively.

4. Digital Texts 2.0. Another and more mature approach is to experiment with emerging social plug-in architectures. We are convinced that in the long run, especially for student and faculty portals (not to mention scholarly publishing portals) we need to have social tools that users can choose from and include in their personal study space. Stéfan Sinclair and Johnny Rodgers have developed with a FaceBook plug-in called Digital Texts 2.0 which gives users a social bibliography in FaceBook accounts.

The Challenge of Connecting Tools to Content

The challenge of such embedded tool projects is magnified if the tools are placed in large content collections. Even in our smaller experiments we have had to think about reliability and scale. Some of the challenges we are currently addressing include:

Content producers will not embed tools if they are not reliable and if they won’t scale. Typically, research tool projects are not funded to run a large-scale service. One solution is to give content producers a path from experimental use, where the tool runs off our tool server, up to giving them the code and helping them set up and run their own tool server so that they can guarantee reliability, or at least respond when the tools don’t work. One disadvantage of handing off the code is that it makes updating the tools difficult; another is that we can’t centrally gather usage statistics.

Embedded tools, especially opaque ones that use Flash, are difficult to customize to the design of the site they are embedded in. A programmer comfortable with CSS and HTML can adapt the look of tool bars like the one produced for the Globalization Compendium. We have provided some parameters to FlashTAT that allow its size and colour scheme to be customized using a special CSS file, but that undoes the advantage of a strategy where one <object> tag gets you a tool bar.

Social plug-in models are not mature. The FaceBook architecture is proprietary and FaceBook is not really a content portal. Should Google’s OpenSocial be widely
adopted by providers of portal frameworks then it is possible that social tool developers could develop to one Application Programming Interface (API) and be available in multiple portals and social applications.

Differentiating content and tools can be important for scholarly work, especially for quoting results and citing resources. Although we generally want to embed tools as seamlessly as possible into content, it is also important to make clear the distinction between the two as users might want to integrate them differently into their research. The tool itself, when embedded, potentially becomes part of the content and could confuse other tools.

The most difficult challenge ahead, however, is in overcoming the differences between the digital library culture that mounts and maintains online text collections and the culture of text analysis tool development that is more of a research craft. We need to find venues for discussing what content providers want and connecting them with research developers in the community. In conclusion, we will demonstrate an experimental essay, “Now Analyze That” [5] which presents a different embedded tool paradigm where tools are woven right into the prose of an essay, allowing users to recapitulate analysis that led to claims in the essay. Such a model connects not to content providers so much as to research authors [6] and the model presents deeper challenges to tool developers.

Notes


5. Rockwell, Geoffrey and Stéfan Sinclair. “Now Analyze That”. <tada.mcmaster.ca/Main/NowAnalyzeThat>


Links
- TAPoRware: <taporware.mcmaster.ca>
- TAPoR Portal: <portal.tapor.ca>
- Digital Texts 2.0: <tada.mcmaster.ca/Main/DigitalTexts2>
- FlashTAT: <tada.mcmaster.ca/Main/FlashTAT>
- Globalization and Autonomy Compendium: <www.globalautonomy.ca>
- OpenSocial: <code.google.com/apis/opensocial>
- Ubiquity <wiki.mozilla.org/Labs/Ubiquity>
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In the August issue of Adbusters Magazine, Douglas Haddow claims that the new, twenty-first century counterculture is the unfortunate hipster. Haddow claims, in no uncertain terms, that Gen Y is so unoriginal, narcissistic, and media obsessed, that we fail to even create a suitable counterculture. We are, in effect, doomed to the digital world that spawned us and doomed to the insignificance of a “metrical mass” where our unconscious is infinitely plastic and subject to the environmental forces that surround us (Borch-Jacobsen, 1982). The Adbusters article struck a chord, not because my students brought me both digital and hard copies of the magazine during the first week of class, but because I realized that Haddow was not just talking about my students—he was talking about me. My course, “English 391: Reading Counterculture: 1950-present” is based on the interdisciplinary MATX PhD program and has a diverse student body ranging from the School of the Arts to English. All of the students are juniors or seniors, making them between twenty and twenty-three years of age. I am twenty-six. We are Gen Y, and we are getting slammed—our meticulously mismatched outfits and all.

This research attempts to answer questions that arose, and continue to arise, as I teach media and culture literature courses. How do I teach my own generation media and culture? How do I utilize technology in the classroom that is meaningful? And, how do I keep their attention—my attention for three hours each week, and up to six more with homework and reading assignments? The first question skews the subsequent questions dramatically. Appealing to Gen Y and bringing relevant technology into the arts and humanities is, fortunately, a well-researched problem. David Buckingham’s Media Education: Literacy, Learning, and Contemporary Culture (2003) identifies and explains strategies for incorporating and teaching media in the classroom in order to promote new sites of learning—a democratic educational approach made popular in the seventies and continued today. Joe Lockard and Mark Pengrum’s (Ed.) Brave New Classrooms: Democratic Education and the Internet (2007), delve into tactics concerning dynamic teaching on the web. The editors also incorporate the pros and cons of digital education—namely the lack of corporeal awareness that is often subscribed to web users. Tara McPherson, another editor of an inspiring collection of articles, culled a wide variety of educational/generational topics, such as current notions of temporality and the increasingly blurry divide between citizenship and consumption in Digital Youth, Innovation, and the Unexpected (2007). These publications, and the countless others not listed here, show the growing interest and relevant scholarship in the digital humanities and Gen Y. They are, for the most part, positive and forward thinking books and articles that attempt to utilize the unique skill sets of their students while transforming everyday technology into teaching tools. Yet, none of them specifically address the issue of the first digital generation becoming university instructors and professors. The top-down, rush to know the latest-digital-tools-in-order-to-appeal-to-a-newtype-of-student is slowly being pushed aside as a new generation of instructors appear on the scene.

As many of the aforementioned scholars note, I realized that incorporating technology into the humanities classroom was a tricky task, as was sharing my generational status with my students. My two biggest challenges came with utilizing technology in a way that appealed to my students (knowing the technology that was being “used” on me as a student), and teaching in a way that recognized, instead of ignored, our Gen Y status. In short, the students and I had to be in it together—all in—or the entire course would collapse. And, I had to establish this “all in” concept early. After airing our mutual hatred of discussion boards, the tedium of being forced to respond to posts, and a host of other unfortunately typical uses of technology in the classroom, the students began keeping personal blogs. They had to post at least once a week (Saturday at midnight) and, initially, they had to utilize just about everything the blog had to offer in order to build a comfort level with embedding video, creating links, and working in a hypertextual fashion.

A common misconception permeates many “top down” views of Gen Y: we are all technically savvy. I can say with certainty, this is not true. The simpler the technology, the better, the more aesthetically pleasing the technology, the better. I can also say that nothing irritates students more than to feel as though they are the guinea pigs in a technology experiment where the instructor is conveniently separate—viewing from above. So, I blogged, I linked, I embedded, and I read each link, watched each video, and listened to each song on their twenty-four blogs. The technology extended our conference style class discussions throughout the week, but the technology was not enough—and it never is. We critically assessed our Gen Y status as a perspective and a coda to the vibrant counterculture movements that preceded us. Instead of being bogged down by an often pejorative and inaccurate label,
we interrogated our actions, views, and aesthetic choices. The result was a class that used simple and accessible technology in moderation, utilized various forms of media in the classroom to spur discussion (video, sound, etc.) and accepted, instead of ignored, our unique similarities as the “plugged in” generation. (I think, secretly, we each sought to prove Douglas Haddow wrong.)

The purpose of this research, as noted above, is to investigate the benefits and restrictions that generation on generation teaching has on both classroom dynamic and the uses of technology in the classroom. I believe that a shared generational status, although a fleeting moment in time, can provide new and interesting perspectives on teaching pedagogy in the humanities.
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2Michele White and N. Katherine Hayles discuss these themes in their books The Body and the Screen and My Mother was a Computer, respectively.

3Unlike technical course in digital design or generally straightforward courses in composition and rhetoric, counterculture required a certain street credibility (for lack of a better word).
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Constructing readings of damaged and abraded ancient documents is a difficult, complex, and time-consuming task, often involving reference to a variety of linguistic and archaeological data sets, and the integration of previous knowledge of similar documentary material. Due to the involved and lengthy reading process, it is often difficult to record and recall how the final interpretation of the document was reached, and which competing hypotheses were presented, adopted, or discarded in the process of reading. This paper discusses the development of an Interpretation Support System (ISS), which aims to provide a system, which can aid the day-to-day reading of ancient documents, and in future other damaged documents, by keeping track of how these are interpreted and read. Such a system will facilitate the process of transcribing texts by providing a framework in which experts can record, track, and trace their progress when interpreting documentary material. Furthermore, it will allow continuity between working sessions, and the complete documentation of the reading process that has hitherto been implicit in published editions.

Introduction
The process of reading ancient documents is traditionally undertaken by an expert such as an epigrapher, palaeographer or papyrologist. The expert uses accu-
mulated knowledge combined with external resources to piece together an interpretation of each ancient document. Such interpretation is often prolonged, and it can be difficult for experts to maintain a record of the interpretations made whilst undertaking their reading (Youtie 1963). This is important when disputing interpretations and sharing hypotheses with other experts, or pausing the reading of an ancient text and hoping to continue the same thought process at a later time.

The Image, Text, Interpretation: e-Science, Technology and Ancient Documents project (also known as eSAD: e-Science and Ancient Documents, http://esad.classics.ox.ac.uk), aims to use computing technologies to aid experts in reading ancient documents. The project is developing an Interpretation Support System (ISS) that can support the day-to-day reading and interpretation of ancient documents. This involves advanced IT tools that can aid the interpretation of damaged texts such as the stylus tablets from Vindolanda (http://vindolanda.csad.ox.ac.uk) and image processing algorithms to analyse detailed digital images of the documents (Tarte et al. 2008).

**Background**

Although Classics as a subject has made much use of information technology (see Crane 2008 for an overview), the use of IT to aid in the actual reading process of ancient documents is in its infancy. Terras (2006) developed a prototype system which demonstrated that it was possible to propagate plausible and useful interpretations of ancient texts, in a realistic timeframe. This used linguistic and palaeographic datasets to provide the “knowledge base” which could inform a decision-making system to aid experts in reading texts.

Decision Support Systems (DSS) have previously been developed in the Department of Engineering Science at the University of Oxford to aid multi-disciplinary teams working with cancer patients in making decisions about their treatment (Austin et al. 2008). This system is based on a set of rules and allows experts to analyse and interpret digital images while recording decisions made about diagnosis and treatment, and suggesting possible next action steps.

**Building the Interpretation Support System**

The research presented here, though inspired by the above-mentioned medical application, shifts the focus from a Decision Support System to an Interpretation Support System (ISS). In contrast with medical practitioners, experts transcribing ancient documents do not make decisions based on evidence but instead create interpretations of the texts based on their perception. The ISS relies upon the idea that an interpretation is made up of a network of minor perceptions (percepts) ranging from low level percepts such as “these three line fragments are an incised stroke” to higher level percepts such as “these five letters can make up the word ‘legio’”.

We want to make this otherwise implicit network of percepts explicit in a human-readable format through a web browser based application. To build an explicit network of percepts leading to an interpretation, we define an elementary percept as a region of an image that contains what is perceived to be a grapheme. The image can then be divided into cells where each cell is expected to contain what is perceived as a character or a space. This division of the image constitutes a tessellation. A single document might be tessellated in various ways and each of the tessellations might yield either an interpretation or a dead-end, but in both cases, the explicit network of percepts will document this.

The making of the tessellation, which in itself is an interpretative process, marks the boundary between lower and higher level percepts. The lower level percepts are based on physical identification of the features of the document (through the application of image analysis methods to detect features such as strokes); the higher level percepts (words, groups of words) work more towards gradually adding meaning to the transcription in progress. Ultimately, an interpretation can then be represented as a network of substantiated percepts, which will be made explicit through an ontology. Here an ontology is defined as a model of the concepts found in a text such as the concept of a word that contains several characters.

The ontology aims to make the rationale behind the network of percepts visible and thus expose both: (a) some of the cognitive processes involved in damaged texts interpretation; and (b) a set of arguments supporting the tentative interpretation. The system will use the ontology as a framework to assist the expert through the different levels of percepts ultimately yielding a final transcription. The transcription is a part of the overall edition of which there may be several and it will be formatted in EpiDoc style XML (http://epidoc.sourceforge.net/) allowing further interaction with other documents.

**Building the Knowledge Sets**

Much of the knowledge base that serves as justification for the commitment to a given percept during the interpretation process will come from the experts. However, letter frequency, word-and character-lists from documents such as the Vindolanda ink tablets will provide an invaluable source of information which can be used to generate the statistical likelihood of patterns in lan-
guage and writing which may appear on the texts. We have taken a new approach to the XML encoding of the Vindolanda ink tablets based on contextual encoding (Hippisley 2005). The Vindolanda ink tablets have been encoded with EpiDoc standard XML to a very detailed granularity. The contextual encoding which is then imposed on the documents consists on encoding words, person names, geographical place names, calendar references and abbreviations. For example any instance of the word *pulli* (=‘chickens’) in a document will be encoded `<w lemma="pullus" n="1">pulli</w>`. This encoding provides us with the information that the word *pulli* has the lemma *pullus* under which we can index this instance of the word and that this is the first instance of this lemma in the document. This information has been used to generate word frequency lists and is extremely useful as a part of a knowledge base to build the ISS on. Further knowledge bases will be generated from the marked up dataset, to provide uncertainty and character frequency lists. Additionally, further work will be undertaken with the experts to generate lists of common percepts and interpretation making processes. By encoding these in XML, the knowledge sets for the system will be in place.

**Conclusion**

The construction of an Interpretation Support System for ancient texts, although ambitious, will provide a useful tool for those experts who work on developing interpretations of damaged documents by facilitating and recording the evolving interpretation process. Additionally, by making explicit the percepts which trigger such transcriptions of ancient documents, we will further our knowledge of the reasoning process undertaken by experts in propagating readings of ancient documents. Furthermore, the successful development of an image and language based Interpretation Support System will provide a set of tools which can be adopted and adapted by other domains which rely on detailed analysis and interpretation of image based material.
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In what ways can the process of designing be used simultaneously for creating an artifact and as a process of critical interpretation? Can new forms of digital objects, such as interface components and visualization tools, contain arguments that advance knowledge about the world? This paper addresses those questions, first by exploring theoretical affinities shared by recent design and book history scholarship, and then by connecting those theories to the emerging practice of peer-reviewing digital objects in scholarly contexts. The paper concludes by suggesting that new forms of scholarly creation, especially those emerging from the digital humanities, need to be understood within the epistemic contexts that design and book history have concurrently been modelling in recent years.

One longstanding tradition of design is to understand it as an invisible handmaiden to content, where form follows function, and the typography in a book, for example, becomes transparent to the reader (Bringhurst 2005). Good design in this school of thought is design, we have a fairly well-defined understanding of the traditional roles of non-authorial agents in print and manuscript book production, such as scribes, binders, typographers, compositors, correctors, and illustrators. “The sociology of texts” names an interpretive orientation which embraces these agents’ contributions to the traditionally authorial process of meaning-making. In essence, then, book history has embraced design as a hermeneutic process, but has done so using a print-based vocabulary inherited from bibliography. The challenge now is to understand the kinds of agency that produce meaning in digital objects, and to appreciate the critical potential of digital objects in terms limited neither to print culture nor to the human-factors utilitarianism of industrial design (Dunne, 1999, p. 21-42).

By understanding how fields like book history take the design decisions embedded in physical artifacts as interpretive objects, we can begin to see digital humanists’ creation of new digital artifacts as interpretive acts. We believe that the theoretical questions and convergences described above are strongly relevant to the emerging area of peer-review, evaluation, and authorship status of digital objects. Just as the boundary between digital documents and software applications has become less
distinct due to web technologies, so has the boundary between traditional scholarly monographs and digital objects such as the “interactive media submissions” solicited by Digital Humanities Quarterly. By recognizing that digital objects – such as interfaces, games, tools, electronic literature, and text visualizations – may contain arguments subjectable to peer-review, digital humanities scholars are assuming a perspective very similar to that of book historians who study the sociology of texts. In this sense, the concept of design has developed beyond pure utilitarianism or creative expressiveness to take on a status equal to critical inquiry, albeit with a more complicated relation to materiality and authorship.

If we take seriously the suggestion that a digital object can embody an argument, then it should be possible to apply to digital objects some of the standard criteria for reviewing arguments. For Booth et al. (2008), the three key components of a good thesis topic is that it is contestable, defensible, and substantive. To be contestable, the thesis must be trying to convince people of a position that not everyone already believes. To be defensible, it must be possible, given the right kind of argument or evidence, that members of a reasonable audience could be convinced to change their minds. To be substantive, the argument must be worth the time and effort it takes for the writer to make it and the reader to engage with it.

For a prototype, we propose that contestability might reasonably consist of the inclusion somewhere in the interface of either an old affordance, previously seen in other interfaces, but now done in a new way, or else a new affordance – one not previously seen. Defensibility might equate to user studies of performance or preference. For old affordances handled in a new way, the studies could be comparative. For new affordances, comparison is not really possible, but there are strategies that can be adopted, such as looking at what we have elsewhere called “affordance strength” (Paredes-Olea et al. 2008, Ruecker 2006). Whether or not a prototype idea is substantive is somewhat harder to determine. This is, however, equally true for conventional scholarship.

The question of authorship is another factor to consider in the adoption of peer review of digital objects. Unlike research results in the sciences, arts research is still frequently published by a single author. However, in the case of digital objects, it is rare for a single person to be responsible for the entire process of conceptualization, design, development, and testing (Sinclair et al. 2003). At what point is a contribution significant enough to warrant the digital equivalent of authorship? Who should be first author – the person who had the original idea, or the person who did the bulk of the design, or the person who did the programming? These are questions which, if asked within a book-history context, would resonate with Roger Stoddard’s often-quoted assertion that “authors do not write books. Books are not written at all. They are manufactured by scribes and others artisans, by mechanics and other engineers, and by printing presses and other machines” (1987, p. 4; emphasis in original).

Peer review of digital objects thus involves digital humanities in a kind of sociology of texts with respect to the re-evaluation of authorship, while also encountering new aspects of digital design such as fragmentariness, modularity, and interoperability.

Ideas about design thus enter the digital humanities from a number of directions, each bringing certain disciplinary predispositions with them. The goal of this paper is a synthesis of design and book history perspectives on the ethos of “thinking through making,” which informs much digital humanities research and pedagogy generally. The digital humanities must not lose sight of the design of artifacts as a critical act, one that may reflect insights into materials and advance an argument about that artifact’s role in the world. Design thus provides a lynchpin for theoretical questions that unite different fields.
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Towards the end of the 16th century – at a time when theological disputes between Protestants and Catholics degenerated into open and, often, bloody conflicts – Polish literature saw a curious phenomenon termed “the age of manuscripts:” for fear of religious repression from either side, authors preferred not to publish their works in print; instead, they left them in handwritten form. The texts then circulated in a variety of copies. Sooner or later, confusion had to set in: different manuscripts preserved to this day ascribe individual poems to different authors or simply list the texts as anonymous.

Thus, in the present state of knowledge on “the age of manuscripts,” we are dealing not only with a number of literary texts deprived of their authors, but also with a number of poets to whom not even a single poem can be reliably attributed. The history of literary studies on Polish Renaissance and Baroque poetry and the resulting scholarly editions show that the canon of almost every single poet has been changing considerably from scholar to scholar; some poems have been “reliably” attributed to several poets at a time. Present-day literature of the subject even contains authors brought to life by the scholars themselves, as is the case with the “Anonymous Protestant” and the numerous attempts at combining him with various poets of the late 16th century.

Quite by chance, the fate of the Anonymous Protestant attribution case is associated with another and much more crucial attribution problem. It so happens that the same manuscript (National Library in Warsaw, Ms. BOZ 1049) contains, several dozen pages further, a collection of thirty-one poems signed with the name of Mikołaj Sęp Szarzyński, one of Poland’s most eminent poets, the author of dark metaphysical poems. Little is known of his life: he died young in 1581 and the rest is hypotheses. His entire attributed output amounts to little more than fifty poems; if thirty more could be reliably attributed to...
Szarzyński, this would indeed constitute a priceless addition. The problem is that the thirty poems are all very vividly erotic, and, as such, do not fit the established if only hypothetical image of the existentialist sufferer.

In fact, Szarzyński’s heritage abounds in unsolved issues. His only known collection of poems was printed 20 years after his death; the manuscript containing the problematic texts dates back to when he was still alive; but, since no confirmed Szarzyński manuscript is known, forensic handwriting evidence is unavailable. What is more, interspersed with the erotic poems are six non-erotic ones of undoubted Szarzyński authorship and in his well-known mannerist style; also, they appear in the printed posthumous volume.

Those who adhere to the view that Szarzyński indeed penned the erotica point out that the heady mixture of the sacred and the profane was characteristic of John Donne and the other English Metaphysicals, undoubtedly Szarzyński’s mirror-images in both poetic tone and significance for their respective national literatures. Other researchers invented a spiritual breakthrough for Szarzyński: after a period of light-hearted erotica, he was supposed to decide to foreshare, in his own words, “the world’s enticing vanities” and to radically change his poetic diction. Their adversaries maintain that writing in two different poetic languages. The erotic poems are visibly written in Renaissance mode, while Szarzyński’s proven works (including the six found among the erotica in the manuscript) bear significant traces of a later mannerist paradigm. In this view, such a shift would be hardly probable for an artist who died so young: at this rate, Szarzyński would have had to become a consummate master while still in his early teens.

The dispute on the uncertain erotic poems has not abated since the discovery of the manuscript in 1891 and has involved many of the most eminent scholars in the field; and yet the above-mentioned historical and literary arguments have not been enough to settle the matter. Contributions based on rudimentary statistics of parts of speech, enjambments and word order (Wyderka 2002) or chi-square tests of word frequency (Fleischer 1988) have given equally ambiguous results. Also, since the difficulty in this case naturally stems from the small size of the samples at our disposal (the erotic poems themselves only amount to some 2700 words), it was interesting to see if more advanced statistical methods could help solve this most eminent and fundamental problem in authorship attribution in Polish literature.

Although no other candidates had ever been proposed, our analysis included a number of authors active at the time, such as Mikołaj Rej, Jan Kochanowski, Łukasz Górnicki, Kasper Twardowski, Hieronim Morsztyn, Szymon Szymanowic, Szymon Zimorowic, in full awareness of the fact that these are but theoretical possibilities. With the same caveat, we included the anonymous author of Tymatas, a single poem of the same period, on the off-chance that he might be the mysterious author of the erotic poems.

The material for this study, then, consisted of samples by the above-mentioned major Polish writers of the broadly-understood turn of the 16th and the 17th centuries, at least two per author; the sample sizes were kept as close as possible to that of the suspect collection of erotic poems.

Both sets have been subjected to testing by three different tools: Multivariate Analysis (including Cluster Analysis, Factor Analysis and Multidimensional Scaling), Burrows’s Delta (including Hoover’s and Argamon’s significant modifications such as DeltaOz, resulting in the powerful set of Delta spreadsheets, Hoover 2004, 2004a, 2007, 2007a, Argamon, 2008), and the recent black box software, JGAAP 3.3.1 (Juola et al., 2006, 2008), still in demo version. For the first two tools, various combinations of ‘culling,’ wordlist lengths and primary and secondary test groups have been used; in the third, which presents a variety of ‘events’ and statistical method combinations, those deemed the most reliable by the makers of JGAAP were used (Juola, pers. comm.).

In the first stage of the project, the three methods were evaluated for their reliability with this particular material and for the best possible parameters and versions of the procedures. Multivariate graphs at various levels of most frequent words (from 200 to 1000) usually grouped individual authors correctly, placing together not only two samples from single longer texts, but, just as successfully, very different writings by the same authors. Usually the one notable exception was Twardowski, whose data points seem to reflect the numerous turbulences and moral and emotional breakthroughs the poet underwent in his tempestuous life. Results for Delta (and especially DeltaOz, which proved of the highest reliability here) were even more satisfactory, identifying correct authors in the known authors’ group with a reliability of 13 out of 15 (ca. 87%) at 250 most frequent words. JGAAP 3.3.1 fared even a little better at 21/24 (87.5%) correct attributions, achieved with two options: Kolmogorov-Smirnov Distance and Manhattan Distance.

Having established a reasonable reliability of the three methods used (and a good consistency between their results), they were then applied to attribute the collection
of erotic poems in question, using the same parameters that had produced the best results in the test runs.

In multivariate graphs, both MDS and FA refused to place the data point for the erotic poems anywhere close to any of the Szarzyński samples. Various other candidates came closer – usually different ones at different parameters; Twardowski being the only one to do so with any consistency, but only when his one volume of erotica, *Lekcje kupidynowe* (“The Lessons of Cupid”) was used in the primary sample; in this case, an unusual amount of culling (at 40%) was needed to overcome the lexical and/or generic bias. The same effect was observed in linkage distances in Cluster Analysis. In DeltaOz, Szarzyński was never ranked better than third as a candidate, Kochanowski, Twardowski and Zimorowic usually being presented as less unlikely. JGAAP behaved in much the same way: not one set of the reliable parameters identified Szarzyński as the most plausible author.

The conclusion that stems from this analysis is very serious. It seems that while no candidate has been found, with any consistency, as the most probable culprit, the almost-accepted solution to what is the most significant attribution riddle in Polish literature – that Szarzyński is the one who wrote the collection of erotic poems – is put to reasonable doubt by the very consistent results of stylometric investigation presented here. This is further compounded by the fact that while three or four writers are shown to be more probable than Szarzyński by our analysis, they are much less so basing on historical and biographical data (including fellow erotica-writer Twardowski). It seems that – unless new texts are found – the room of Polish 16th/17th-century poetry must remain as untidy as it has been; that not all poems found there can be neatly pigeon-holed to the few authors of the era we now know by name.
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One of the first success stories of Burrows’s Delta, that of the ‘Englishing of Juvenal,’ strongly points out that some translators, such as Johnson, translate other people’s writing as if they were writing their own work, while others, such as Dryden, are ‘able to conceal their hand’ (Burrows 2002, 2002a). Previous stylometric studies of patterns in multivariate diagrams of correlation matrices derived from relative frequencies of most frequent words in character idiolects (Burrows 1987) in a number of originals and translations (Rybicki 2006, 2006a, 2007, 2008) have shown that while some stylometric tools can show the difference between translator and translator, the relationship between such patterns between original and translation is at best unclear – as unclear, one could say, as is the relationship between the lists of most-frequent-words in two (or more) languages, where one-on-one correspondences are rare if not non-existent.

In the first-mentioned pioneering study, Burrows compared translations by a variety of authors to their own writing – a very natural material for translations of poetry, itself very much the domain of poets. But translations of prose are usually done by men and women who often are not novelists in their own right; while there is a reasonable guarantee that a Dryden or a Miłosz translation, however ‘unfaithful’ or ‘free,’ can still be good poetry, can one really trust that a novel translated into another language by someone who has never invented a plot line of his/her own can be at least remotely connected to the original in terms of such trifling features as… literary style? Or, in other words, whose style is it that we see in the translation: some foreign version of the original author’s, or simply that of the much less talented translator? For, obviously, Kurt Vonnegut’s requirement for a perfect translator (‘that he or she be a more gifted writer than I am, and in at least two languages, one of them mine,’ Vonnegut, 1991) is rarely met, and probably never in translations of prose. In fact, traditional (i.e. non-computer- and/or non-statistically-assisted) translation studies speak of ‘inherent intersubjective processes,’ which result in an ‘unpredictability of the target style’ (Wilss, 1996).

The above also signifies that any study venturing into these uncharted waters is deprived of exactly the ideal comparative material Burrows could use in his ‘Juvenal,’ and that the best one can count on are other translations by the same translator, or other translations of the same author by other translators; if in luck, one can sometimes use different translations of the same novel. In this context, the main question of the title boils down to whether different works of an author translated by the same translator are going to be stylometrically more similar to each other than to translations by that translator of other authors; and whether translations of one author by many translators are going to resemble each other rather than translations of other individual authors by these translators.

Two discrete material sets have been used in this study. The first is a collection of 21 Polish translations of English-language fiction by Rybicki, made between 1991 and the present, with two authors appearing more than once: John le Carré (5 different novels) and Douglas Coupland (3). The second consists of 10 Polish translations of Jane Austen’s novels by 4 different translators, produced between 1956 and 2006, and compared to 5 other translations by the same translators (at least 1 by each).

Both sets have been subjected to testing by three different tools: Principal Component Analysis, Burrows’s Delta (including Hoover’s and Argamon’s significant modifications such as DeltaOz, resulting in the powerful set of Delta spreadsheets, Hoover 2004, 2004a, 2007, 2007a, Argamon, 2008), and the recent black box software, JGAAP 3.3 (Juola et al., 2006, 2008), still in demo version. For the first two tools, various combinations of ‘culling,’ wordlist lengths and primary and secondary test groups have been used; in the third, which presents a
variety of ‘events’ and statistical method combinations, those deemed the most reliable by the makers of JGAAP were used.

In the first set, all three methods clearly highlighted a great similarity of the five Rybicki translations of le Carré. Multivariate Analysis graphs (Cluster Analysis, Factor Analysis and Multidimensional Scaling) always contained a visible (yet not exclusive) cluster of this author (as exemplified in Fig. 1). A huge majority of various combinations of wordlist size, pronoun deletion, culling percentage, primary and secondary text selection, and Delta variety, correctly identified translations of le Carré from among all other Rybicki translations (the infrequent yet rule-proving exception being that of Barris, whose Confessions of a Dangerous Mind can be seen as a parody of the spy thriller genre, and who twice preceded le Carré, himself ranked second, as the most likely author of the original). In contrast, the three Coupland books exhibited much less stylistic consistency – a possible consequence of the significant time that had elapsed between the three translations. On the other hand, given the choice of only le Carré and Coupland as primary authors, Delta invariably identified all of their translated novels correctly and refused to mistake them for any of the secondary authors – and that at a very wide range of most-frequent-word lists. A very similar pattern emerged from some of the more robust statistical procedures available in JGAAP (word analyses with Kolmogorov-Smirnov Distance and Manhattan Distance).

In the second set, multivariate graphs contained a visible cluster of all translations of Austen novels by all four translators, while their other translations hovered away from the cluster in other parts of the graph (Fig. 2). This was even more obvious in Delta analyses, where all Austen novels in Polish, irrespective of their translators, were almost always correctly identified as Austen novels (in 9 out of 9 cases at various combinations of parameters, Table 1). Conversely, standard Delta and DeltaOz never exceeded a 5/11 correctness ratio when asked to tell translator from translator (Table 2). Faced with an Austen text by translator A, JGAAP almost invariably chose a translation of any Austen novel by translator A or B, rather than a translation of another author by translator A, as the more similar of the two.

The conclusions from this study are twofold. First, the results – reliable, because they were obtained using three tools using a variety of statistical calculations (traditional multivariate analysis, state-of-the-art Delta, and the emerging JGAAP black box with its various distances) – are an interesting addition to Burrows’s study of the Juvenal translations. The fact that translations of prose tend to ‘disguise’ the individual styles of the translators and seem to create individual styles of the original authors in a foreign language – styles common to a number of different translators even more consistently than translations of poetry – can be a consequence of the greater formal complexities of poetic translation, which usually calls for the task to be done by literary creators in their own right – exactly such as the translators studied by Burrows. Secondly, and perhaps more importantly, the fact that ‘unpredictable target style’ is in fact predictably similar between translations of the same original author done by many people – as measured on the basis of fre-
quent and very frequent words (additionally culled to eliminate individual word-types characteristic for the vocabulary of individual novels and translators) – suggests possible and previously unsuspected affinities between original and translation at very ‘mechanical’ levels of the text. Indeed, since many of these words – especially those at higher frequencies – carry grammatical rather than lexical meaning, there is hope on the horizon that one day computational stylistics and cognitive linguistics (and particularly cognitive translation studies) might be two sides, experimental and theoretical, respectively, of the same phenomenon – as has already been suggested by Connors (2006, 2008).
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Introduction

Archiving with digital technology is indispensable for historical cultural heritage items, but we also have to apply this technology for culture that remains difficult to form and store. This paper will argue three important aspects of archiving regional culture, its representation, sharing, and analysis. Then, in order to deal with these aspects, we will introduce the environment KACHINA-CUBE (KC) which we are developing and evaluate findings of its application. We will start with elaborating its design concept, then architecture and application, referring to its related works.

Design Concept

In order to design KC as a tool for archiving regional culture, we see the following three aspects important, thus take them into consideration.

Representation Aspect

Developing Valsiner’s concept of culture (Valsiner, 2007), we argue that cultural representations appear in three levels; personal, collective, and public (See Fig. 1). The first, personal culture consists of personal memory and knowledge. The second level of collective culture can be considered collection of personal cultures. The third level of public culture is public information, publicly recognized and found in textbooks and dictionaries. Public culture is well preserved. Because of complexity and ambiguity of personal and collective cultures, however, researchers are still struggling with how to preserve these two, which should be understood by putting them in their socio-cultural contexts. Taking a socio-cultural approach, Wertsch (1998) advocates to treat narratives as artifacts, the key to represent culture.

Sharing Aspect

W3C puts tremendous efforts to create standardized frameworks for Web, and researchers in digital humanities regard semantic web technology as one of the key research fields. This kind of technology gives us various chances to share data for other use. We believe archived cultural data should be standardized to fit in this framework, which allows users to access data and utilize them in various platforms.

Analytical Aspect

To research history and culture in a specific region, oral history plays an important role to make us understand them. Collection of oral history in a specific area reveals what kind of life experience people had and/or have in the area, their similarities and differences.

Valsinar and Sato (2006) propose the concept of Trajectory Equifinality Model (TEM) as a framework to analyze personal experience which suggests diverse and possible trajectories based on three concepts: Bifurcation Point (BFP), Obligatory Passage Point (OPP), and Equifinality Point (EFP). BFP is a point of each person’s behavior branching or forking into new types of behavior by his or her choice. OPP means, literally, Obligatory Passage Point which most of the people have to go through because of their own logic, institutions, and customs. EFP is defined as the final state that individuals equally reach from different initial conditions. Focusing on OPP and EFP to investigates cultural recognition that people in a particular region share, this paper describes the KC system that assists users to seek through multiple narratives and identify OPP/EFP in construction of the regional culture.

Architecture

Giving consideration into these three aspects, we have been developing KC system. As for the representation aspect, we accept Wertsch’s propose and design the software to hold data of spatiotemporal information.

We decided to design KC in three dimensions, two dimensions for geographical information and another
one for temporal information. In this virtual 3D space (CUBE model) (see Fig. 2), users can post formal and informal story fragments. Among them, we call formal ones history fragments, and informal fragments story ones. KC also supports researchers to make linkages among fragments in periodical or logical order. We call a set of cultural fragments storyline.

As for the sharing aspect, we apply RDF/OWL to define our data. Its extensive and flexible definition is suitable for our system and motivates other researchers to access our data (Bray, 2001). We defined the data format as follows:

1. History fragment class: Objective information in textbook or dictionary
2. Story fragment class: Subjective information such as oral history
3. Storyline class: Aggregate of historical and story fragments based on a specific context
4. Geography class: Geographical information of the historical and story fragments
5. Temporal class: Time when the incidents told in historical and story fragments occurred

Finally, the analytical aspect, KC implements the function of OPP/EFP detector. OPP/EFP detector searches fragments occurred in similar places or time. Using OPP/EFP detector makes it possible to learn spatiotemporal possibilities. This is the implementation of Sato’s concept, and to understand a region in meta level, this feature can be a strong analytical tool.

Application
As a test case, we applied the data of movie culture in Kyoto Rakusai Area, a.k.a. Japan’s Hollywood, to our system. We used oral history data collected by Tomita and Itakura (2001). Each story that has spatial and/or temporal information is stored to the system. Currently we have oral history data from three storytellers who had involved in movie industries in the area from 1910’s to 1930’s. In terms of the representation aspect, the story fragments were well mapped on the 3D space, with their spatiotemporal information. Using our storyline representation visualizes connections among independent fragments.

Conclusions
In this paper, we argue importance of not only archiving collective culture but also standardized semantic Web as a socio-cultural analytical tool which allows researchers to access data and utilize them in various platforms. Based on this argument, we developed KC, applying it to actual research. As a result, our system demonstrates a lot of potentials for research in various fields, which we have to prove by developing further this software with applications, as well as examining it in more case studies of collective culture.

There are well-known research projects and Web systems to deal with spatiotemporal information. For example, the TimeMap Project in the University of Sydney develops Web GIS that can visualize chronological data and animate historical maps (Johnson, 2004). The SIMILE Project in the Massachusetts Institute of Technology develops the TimeLine system that can organize text and pictorial data in chronological order. Our KACHINA CUBE is significantly different from these previous Web systems in the following two points:

1. Adoption of CUBE model (3D viewer that combined map with timeline); and
2. Implementation of user interface suitable to contain narratives and oral histories

With KC, therefore, we hope to contribute to further development of regional archive system and digital humanities in general.
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Introduction
As the Digital Humanities/Humanities Computing community continues to develop more digital resources and accompanying tools, it is facing new challenges in regards to creating awareness and gaining acceptance of these among potential users. In particular, research projects must develop ways to disseminate information about the resources and tools to ensure that they are used and, at the same time, work to understand the community of practice which uses their resources. Viral techniques and other internet analytical tools present one option to achieve those objectives.

Context
As evidenced by the growing number of conferences, publications, and digital resources and tools themselves, Digital Humanities/Humanities Computing has been successful in their efforts to create useful resources and tools. As the field moves forward, in addition to responding to new technological challenges, community members must address new ones, often beyond their typical skills, capabilities and methodologies. One issue faced by many projects is the need to actively create awareness of these digital resources and understand their
Among their recommendations, the LAIRAH project team outlined that the ideal digital humanities project has a clear understanding of their users and their needs as well as actively disseminates information about itself within the discipline and the community as a whole (Warwick, Terras, Hunginton, Pappa, & Galina, 2006). This is further reinforced by a recent report focusing on sustainability and revenue models for online resources. The authors discuss the importance of knowing one’s users and their behaviours in regards to online resources. They go on further to highlight the importance of specific activities to create awareness and usage of these resources (Guthrie, Griffiths, & Maron, 2008). At a more practical level, Cohen and Rosenzweig (2005) devote an entire chapter in their book on digital history to the topic of building an audience for a digital resource. Various associations within this community are also exploring ways to increase the awareness of their activities while developing their membership base.

One tool often used by business to promote their products and services is viral marketing or electronic word of mouth. Unlike traditional techniques, viral marketing campaigns draw upon people’s social networks and relies on individuals to forward on messages to others within their email lists (Dobele, Toleman, & Beverland, 2005; Smith, Coyle, Lightfoot, & Scott, 2007). For many organizations, drawing upon these individuals can also help build the products and services provide by the organizations, as Mozilla and Intuit have found (Cook, 2008; Freedman, 2007). While this form of marketing is often used by companies to extend their reach with their customers and find new ones, it can be a useful tool for other types of organizations to define their present and potential communities of practice. But how best can the Digital Humanities community use this tool to its advantage?

Methodology/Steps
To determine the effectiveness of this tool and accompanying internet analytical tools within this community, a viral experiment was designed to showcase TEI and novel ways that it can be used to encode different kinds of text. At the heart of the experiment was a Bob Dylan song and its associated video, which incorporated text. The encoded text was overlaid the video and posted to youtube and a blog with links to the TEI website. At the same time, baseline line data over a four month period was gathered to understand the current community of practice with TEI. Data on hits to the TEI website and video website were collected to determine the number of hits to each site, IP addresses, timing of hits and distribution of hits.

Preliminary Findings
At the time of writing this proposal, final data analysis of benchmark and viral experience is being completed. The final report will outline TEI’s community of practice and provide recommendations for other organizations exploring similar issues.

Preliminary data analysis of benchmark data suggests that TEI’s community of practice is larger than anticipated. While TEI’s 82 member organizations compromise the core of this community, an additional 6,000 users visit the website and many download information about the guidelines. Of this group, about 130 members make up 80% of the visits. A surprising portion of this group is from non-English speaking countries.

In terms of the viral experience, the youtube video was viewed over 4000 times and was briefly the top-watched video in Canada. A significant portion of individuals then clicked through to the TEI website for further information. Interestingly, several blogs also picked up the video and directed their readers onto the video and TEI.

The benefits to the Digital Humanities community will be several. First, the paper outlines a means by which digital resources projects can identify and understand their community of practice and create awareness of digital resources and tools. Second, it supports recommendations made by others which advocate the need for specific actions to reach digital resource users.
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[1] Title thanks to the blog thesecretmirror.com

0. Introduction

M ost text analysis tools either pre-index texts or work on smaller corpora in order to give users an interactive environment where they can ask questions of texts. High Performance Computing facilities provide the opportunity to develop analytical tools that process large amounts of data in real time and that lets us animate analysis. This paper presents a hypothesis about how animated analysis can take advantage of HPC facilities to provide useful information to the user, especially when the results of an analytical process are complex visualizations. In this paper we will do three things:

• Discuss the outcomes of the April 2008 workshop on the Digital Humanities and High Performance Computing at McMaster University. In particular we will draw attention to the opportunities for digital humanists to develop a high resolution visualization agenda.

• Demonstrate the Big See model for large-scale text visualization and discuss animated visualizations.

• Describe a preliminary model for a streaming Knowledge Radio.

1. Outcomes of the Digital Humanities and HPC Workshop

In April 2008 SHARCNET, an HPC consortium in Southern Ontario, hosted a workshop on bridging the gap between digital humanities research and HPC facilities. The workshop brought together digital humanities researchers and HPC researchers from the SHARCNET participating universities to discuss the challenges and identify the opportunities for collaboration. The mission of the workshop was to ask and begin answering the following questions:

• What are the opportunities for the use of HPC facilities for humanities research?
• What examples are there of good practices and research innovation?

• What are the barriers to humanists using HPC facilities like SHARCNET and how can they be overcome?

• What concrete steps can SHARCNET (and by extension other HPC facilities) take to reach out to computing humanists and to then support their research?

In the spirit of open research the notes, action items, and report are available online (See https://www.sharcnet.ca/dh-hpc/index.php/Main_Page). Some of the key initiatives that were recommended to SHARCNET were:

• Humanists need introductory documentation about HPC and its uses in the humanities. John Bonnet, working with Geoffrey Rockwell and Kyle Kuchmey prepared an introduction to High Performance Computing in the Arts and Humanities with some examples. (See http://www.sharcnet.ca/Documents/HHPC/hpcdh.html)

• For humanists to take advantage of HPC facilities we need training opportunities, access to fellowships that place us into HPC facilities, and opportunities to prototype ideas with HPC folk (what we call charrettes).

• The Digital Humanities and other disciplines that use HPC facilities should collaborate around information visualization. The arts and humanities have much to offer in the way of visual ideas and traditions of interpreting the visual. Humanists likewise can make good use of visualization facilities that are developed by HPC facilities.

One of the key opportunities identified were in large-scale and/or high resolution visualization. How would we represent evidence in the humanities if the size of the display, the resolution of the display and the speed of processing were not an issue? And that is the subject of this paper - experiments in developing a model for large-scale representation.

2. The Big See and Animated Visualization

The Big See is an experiment in high-performance text visualization. The project has developed a prototype of how a text or corpus of texts could be represented if processing and the resolution of the display were not an issue. Most text visualizations, like word clouds and distribution graphs, are designed for the personal computer screen. In the Big See we anticipate wall displays with 3-dimensional display capabilities and the processing to manipulate large amounts of data like all the content words of a corpus in real time. The Big See proposes one visual idea of what such a high performance visualization would look like as it is generated and once it is manipulable. To be clear, the current version of TBS does not need to run on an HPC system, it can run on a PC, but it models visual ideas for anticipated wall display systems. The question we asked ourselves was:

How could we represent a text or corpus if we had high resolution, wall-sized displays and processing was not an issue?

The idea was to take a 2-dimensional visualization that was based loosely on the successful Weighted Centroid model that has been beautifully implemented by Textra, and to add a third dimension to it and real-time manipulation. The Big See in its default setting shows a pipe of the 20 most frequently used words, each of which is a line stretching the length of the pipe with markers where that word occurs. The pipe of lines can be turned in three dimensions so that it can be treated as a revolving barrel of distribution graphs. In the center of the pipe you have the text itself that recedes off into the distance much like the opening text of the Star Wars movies. Clicking on an instance of a word on the pipe advances the text to the appropriate point. The Big See is currently implemented as a PC application that has controls for the various parameters, though the source was written to be run on an HPC system.

Animated Visualization. One of the unanticipated outcomes of the project was that we found the live generation of the visualization compelling in and of itself. It has the virtue that it makes the final visualization understandable as you can see how, as the text is processed (and marches off into the horizon), the high frequency vocabulary changes. It also has the virtue that is animates a computer reading of the text in a linear fashion (starting with the first word and updating the visualization word by word. Users can infer things about the vocabulary of the text as it proceeds, though we have to be careful not to confuse the computer reading (and animating) a text with human reading, which is not necessarily so linear. This leads us to hypothesize that the animation of analytical processes can bear useful information for users of text analysis tools if properly paced and if they can represent the process. An animation can stand in for a pragmatic demonstration of what the computer is doing in its black box - “it reads in a word and adds it to the line for that work moving the line towards the 12:00 noon spot on the centroid if the frequency surpasses that
of another word.” Animations have, along with interactivity, the *prima facie* capability to bring processes alive giving users an intuitive understanding of what the final visualization represents. Obviously, they also have the ability to mislead the user, which suggests a fruitful avenue for further research. What are the best practices in information animation?

3. The Knowledge Radio
The Knowledge Radio is an extension of work done on the Big See, but adds the following aspects:

- Instead of working with a large, static corpus, what if we were to work with a large, open-ended or dynamic corpus where new input would modify the visualization as it was being processed (what Ben Fry calls organic information visualization)?

- What might be the most useful types of information to display to users for a dynamically analyzed diachronic corpus?

An example use-case for the Knowlege Radio is a blogger who wants to examine how a specific concept evolves over time on the web. The blogger would provide a search term or semantic field to a tool that would begin querying a search engine by successive date ranges and provide visual information on aggregate data as it was crawling results. The blogger could fine-tune the parameters of the visualization and scrub along a timeline to replay certain moments, or to fast-forward to the current point of analysis. The visualization might resemble something like the “code_swarm” project, which represents commit activity by individuals in several open-source project (http://vis.cs.ucdavis.edu/~ogawa/codeswarm/).

From a tool implementation perspective an interesting challenge is to process a corpus as a stream rather than as a static object, especially in ways that would permit the user to playback segments, to compare segments, to modify parameters for visualizing segments, and to summon previously processed text for closer reading. This requires a well planned model for maintaining and updating aggregate data (as new text is processed) but also for storing relevant data from previously processed text.

This portion of the presentation will focus on describing the theoretical aspects and design principles of the Knowledge Radio but will also briefly demonstrate the state of the current Knowledge Radio prototype.

4. Links

Fry, Ben, “Organic Information Visualization” <benfry.com/organic/>

Ogawa, Michael, “code_swarm” <vis.cs.ucdavis.edu/~ogawa/codeswarm/>


Rockwell, Geoffrey et al. “The Big See” <tada.mcmaster.ca/view/Main/BigSee>

SHARCNET: <www.sharcnet.ca/>
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A scholarly digital publication “Going to the Show” grew out of Prof. Robert C. Allen’s use of UNC Library archival materials in teaching and writing about the history of film exhibition and moviegoing. It is a result of close collaboration between Prof. Allen, James Logan Godfrey Distinguished Professor of American Studies, History, and Communication Studies at the University of North Carolina at Chapel Hill and Documenting the American South (DocSouth)—a digital library laboratory that creates, develops, and maintains online digital collections regarding the history of the American South drawn primarily from the outstanding archival holdings of the UNC library. “Going to the Show” documents and illuminates the experience of movies and moviegoing in North Carolina between the introduction of projected motion pictures (1896) and the end of the silent film era (1930). It is a historiographic experiment on several levels, in which collaborators endeavor to use digital technologies in a variety of innovative ways to collect, organize, and display data and materials that illuminate the historical experience of cinema.

As theatrical moviegoing becomes a thing more remembered than experienced, Allen argues that one of the most striking features of the experience of cinema for a hundred years was its sociality. For a century following the demonstration of Edison’s Vitascope projector at Koster and Bial’s Music Hall in New York on April 23, 1896, the experience of cinema in America and, indeed, around the world, involved a distinctive (though highly variable) social practice: groups of people converging upon particular places to experience together something understood to be cinema. The project team selected and published online numerous city directories, local newspapers ads and clippings, several hundred picture postcards and photographs that assisted with telling the story in a fuller or more holistic manner (see Figure 1.)

However, recent work in cultural geography has helped us to look at the history of cinema as the history of the experience of cinema and to look at cinema as a set of practices occurring in space (see Doreen Massey). Like space, the experience of cinema is relational, heterogeneous, and open-ended. In that, collaborators turned to another valuable resource of information—Sanborn Fire Insurance Maps. Between 1867 and 1977 the Sanborn Map Company of Pelham, New York, produced large-scale (usually 50 feet to the inch) color maps of commercial and industrial districts of some 12,000 towns and cities in North America to assist fire insurance companies in setting rates and terms. Each set of maps represented each built structure in those districts, its use, dimensions, height, building material, and other relevant features (fire alarms, water mains and hydrants, for example).

Looking through thousands of map pages over the years, thinking about how they represent the experience of
moviegoing and about how the maps might be represented in “Going to the Show,” Allen started rethinking not only the sociality but also the spatiality of the experience of cinema more generally. For most white people living in towns or cities of any size in N.C. and those living in the countryside around these towns and cities in the first three decades of cinema history, going to the movies was a part of the experience of the spaces of downtown social, cultural, commercial and consumer life. Understanding what went on inside the theater requires understanding what went outside.

What the Sanborn maps enable us to see—in ways that other representations of the social experience of moviegoing do not—is that the space of the experience of cinema in towns and cities across North Carolina, and possibly in many other places as well, was not bounded by the places in which movies were shown. The maps show clearly that the emergence of movie culture in North Carolina is inextricably linked to the rise and development of urban central business districts (see Figure 2.)

We will represent the Sanborn maps in “Going to the Show” in a way that they were never intended to be: with individual map pages digitally stitched together so that they form a composite overview of a town’s central business district. In 45 communities, moviegoing is mapped onto Sanborn Fire Insurance Maps (1896-1922), showing how moviegoing became an important part of the experience of everyday life in the growing cities and towns of early 20th century North Carolina. These map pages have been digitally “stitched” together and geo-referenced to display the entire “downtown” of representative communities across the state. The evolution of successive map sets produced from 1896 to 1922 illustrates how these towns and cities grew and changed at a time of rapid urbanization and industrialization. Displaying the maps in Google Earth vividly illustrates a century of continuity and change.

The decision process for which tools to use in order to bring this picture to life, has been a balance between experimental technology and usability. “Going to the Show” is using kml layers upon Google Maps and Google Earth to place the Sanborn maps within context. Google’s open-source map API is used for zooming and hotspot addition. There is also a MySQL (soon to be PostGRES) database to manage the metadata about the contextual items which have been collected in order to paint the entire picture of moviegoing. As a result, users can search for movie exhibition sites, locations, managers, and racial policy across the first thirty-five years of moviegoing in more than 200 N.C. communities. Adobe PhotoShop is used for stitching together digital Sanborn Map images and basic manipulation of documentary content images, as necessary (sharpening, resizing, and more). The software Global Mapper is used for geo-referencing Sanborn maps. It converts, edits, prints, tracks GPS, and allows utilization of GIS functionality in datasets.

Figure 2. Wilmington, N.C., 1915. Hotspot “TICKET” displays Royal Theater with relevant available information.
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In earlier work, Huitfeldt and Sperberg-McQueen have sketched out a series of formal models of transcription, characterized by gradually increasing complexity and descriptive power, but not, in the end, by a satisfactory explication of transcription [Huitfeldt/Sperberg-McQueen 2008].

The essential proposition of these models may be called the Reading Identity Hypothesis: namely, that in simple cases the relation between a transcription and its exemplar is that each can be read as containing (a sequence of tokens which map to) the same sequence of types. When types and tokens are identified at the character level, for example, a document containing marks which can be read as tokens representing the sequence of characters

Come, sit thee downe upon this flowry bed,

can be regarded as a transcription of another document just in case that document, too, contains marks which can similarly be read, as tokens of those types, in that order. The addition of various meta-characters in transcription (e.g. explicit marking of line breaks in the exemplar) is modeled by allowing readings to be selective, ignoring some marks in the document being read. Some common variation in transcription practice is modeled by postulating different token/type mappings with different type inventories: the example just given, for example, will count as a transcription of one line in Shakespeare's First Folio only if long and short s are treated as the same grapheme and if u and v are normalized. When long and short s are not mapped to the same grapheme, and u and v are distinguished based on their letter form and not on current usage, then a transcription will contain a sequence of tokens readable as:
Come, fit thee downe vpon this flowry bed,

Prominent among the shortcomings of the reading-identity hypothesis as formulated in [Huitfeldt/Sperberg-McQueen 2008] is the explicit assumption that a document, and its transcription, consist essentially of a sequence of characters (or more generally of tokens).

In this paper, we will assume that a document identifies not just a sequence of typed tokens, but a structure consisting of typed relations (such as containment or dominance) between sequences or sets of typed objects (such as paragraphs or section headings). The relation between documents can then be modeled as a relation between such structures, allowing transcriptions to agree or disagree not only on character sequences, but also on document structure, and on assignments of types to document objects and their relations.[1]

Based on these assumptions we will propose a formal model of document structure which is able to capture basic notions underlying conventional markup formalisms such as the tree structures of XML, the concurrent trees of XCONCUR [Hilbert et al. 2005], the sequence-plus-ranges model of LMNL [Tennison/Piez 2002], and the directed acyclic graphs of Goddag structures [Sperberg-McQueen/Huitfeldt 2000]. The formalism we develop is not intended and should not be understood as an alternative to any of these, only as a way of trying to reduce them to a common denominator in terms of which it is possible to determine that two transcriptions do or do not agree on particular aspects of the exemplar.

We believe the model can be used to explain, at an appropriate level of abstraction, how it is possible that representations using different markup formalisms and their associated vocabularies can agree or disagree on the transcription of a given exemplar.

For example, in most current practice, the line given above as an example is likely to be embedded in a document structure showing that it occurs within a particular play, act, scene, and speech: for example

```
<play>
  ...
<act>
  ...
<scene>
  <speech>
    <speaker>Tita.</speaker>
    <l>Come, sit thee downe vpon this flowry bed,</l>
  ...
</speech>
  ...
</scene>
```

or, using a different XML vocabulary (TEI),

```
<text>
  ...
<body>
    ...
    <div type="act" n="IV">
      <head>Actus Quartus</head>
      <sp who="Titania">
        <speaker>Tita.</speaker>
        <l>Come, &longs;it thee downe &v;pon this flowry bed,</l>
      ...
    </sp>
    ...
    </div>
    ...
    </div>
  ...
</body>
</text>
```

In older electronic texts the transcription is likely to use a different markup language entirely (here COCOA markup):

```
<T Midsummer Night's Dream>
  <A 4> ...
  <S 1>
  <C Titania>
    Come, *sit thee downe vpon this flowry bed,
...
```

These three transcriptions identify, by means of their markup, textual structures which are substantially similar, but different in details. All three, for example, can be read as indicating that the line in question is part of the first scene of the fourth act, and that it is spoken by Titania, but they differ in details (act 4 or Act IV or Actus Quartus? “Tita.” or “Titania”? or both?)

One challenge for a formal model of transcription is to distinguish essential differences among these transcriptions, which represent disagreements about the text of the exemplar (and thus disagreements among the transcribers) on the one hand, from inessential differences (or in some cases essential differences which happen not to relate to questions of transcription per se) which follow from the different markup languages used, or from the choice of textual features to mark up, on the other hand.

The main body of the paper is the definition of the formal
model, followed by an extended example showing the transcription of a short document in several markup languages and the representation or analysis of these transcriptions in the abstract model of transcription.

The formal model associates to each transcription a set of statements (or assertions) about the transcribed exemplar. The statements may be expressed in any convenient notation, e.g. some form of first-order logic. Since different transcription practices and contexts may consider widely different sets of textual features as relevant, the exact predicates allowed in the statements can vary from one transcription to another.

Essentially, the statements corresponding to a transcription are obtained as follows. First a set of basic facts about the exemplar is derived in a straightforward manner directly from the encoding of the transcription. Then, the closure of that set under inference is taken. The inference rules will vary with the specific transcription practice, conventions, and context in which the transcription was performed, and can also include special rules for “translating” statements from one combination of transcription practice/conventions/context to another.

If two transcriptions agree in every detail (regardless of how they are coded), the sets of inferences derived from them will be equal. Intuitively, if one set is a subset of the other, this indicates that the transcriptions do not disagree, but that one of them is more detailed or thorough than the other.

If neither set is a subset of the other, then we have to look at the (closure under inference of the) union of the sets. If the union is consistent (i.e., does not allow inferring both a statement and its negation), the transcriptions still do not disagree, but each include aspects of the exemplar that the other does not. However if the union is inconsistent, then we can conclude that the transcriptions disagree, and even say on what particular point(s) they disagree.

Note that the construction of the set of basic facts from the encoding of the transcription is not a simple mapping from generic IDs (or, in general, markup configurations) to predicate names. Thus, for instance, different generic IDs could map to the same predicate name. Some markup may also be ignored, and even entire elements, like elements that are not part of the transcription as such (for example, the TEI header[2]). More complex methods of constructing the set of basic facts are also possible.

Apart from its intrinsic interest, a formal model of transcription is of use in efforts to support a formal description of the meaning of various constructs in well known markup schemes, in which the meaning of certain elements is inextricably linked to the fact that they can contain, or be used in, transcriptions of existing documents. We hope to conclude with some observations about the applicability of our model in the formal description of markup vocabularies.
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Notes
[1] This assumption in some ways resembles the celebrated assertion, widely known as the OHCO hypothesis, that “text is an ordered hierarchy of content objects” [DeRose et al. 1990] but differs from it in some ways. We are speaking about documents (physical objects) not texts (abstract objects); we say that documents identify certain abstract structures not that they are constituted by those structures; our assumption does not imply that the abstractions involved are “content objects”, nor that they are hierarchically structured, nor that they are ordered. Our assumption does however share with the OHCO hypothesis the idea that documents have structure more complex than a simple sequence of types or tokens. See also the retraction of the hierarchical part of the OHCO hypothesis by several of its authors [Renear et al. 1996] and the linguistically motivated analysis of document structure in [Power / Scott / Bouayad-Agha 2003].

[2] Elements such as the TEI header may however be very helpful in determining the practice/conventions/context of the transcription.
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Over the last decade, Hemispheric American Studies has been an emerging interdisciplinary field, spawning new conferences, graduate programs, professional seminars, journals, essay collections, and even a scholarly association. As Caroline Levander (co-PI of the Our Americas Partnership) and Robert Levine explain, Hemispheric American Studies aims “to chart new literary and cultural geographies by centering the U.S. nation and excavating the intricate and complex politics, histories, and discourses of spatial encounter that occur throughout the hemisphere but tend to be obscured in U.S. nation-based inquiries” (Levander & Levine 2008, p.5). Such an approach means being attentive to shifting borders, migrations, cultural interactions—movement rather than fixity.

Scholars practicing a hemispheric approach to American Studies face challenges that include research materials being scattered in many repositories, lack of institutional support and intellectual community at their home institutions, and linguistic barriers. The Our America Archive Partnership (OAAP, http://oaap.rice.edu/) is beginning to address these limitations by building a distributed online collection of research materials as well as technologies for federating multiple repositories, creating geographical and temporal visualizations, and enabling researchers to tag and collect digital objects. Funded by a $1 million grant from the Institute for Museum and Library Services (IMLS), OAAP brings together Rice University’s Fondren Library, Rice’s Humanities Research Center, the University of Maryland’s Institute for Technology and the Humanities (MITH), and Mexico’s Instituto Mora, with more partners expected. Included in the OAAP project are evaluation of scholarly needs; digitization of texts; development of an open federated archive; and design and implementation of technologies that support inquiry, discovery and collaboration.

The Archive
With its transnational scope, Hemispheric American Studies requires access to research materials distributed around the world, with collections that transcend nation state boundaries and facilitate comparativist studies of the Americas. The web-based OAAP provides such
access, with tools that enable scholars to search for resources, collect and organize them, visualize them using temporal and geospatial interfaces, and collaborate with peers. OAAP brings together an existing collection of TEI-encoded texts, the University of Maryland’s Early Americas Digital Archive (EADA, which covers literature of the Americas from 1492-1820), with two new collections being digitized, Rice’s America’s Collection and Instituto Mora’s collection (North and Latin American government documents, manuscripts, books, and other material from 1811-1920). The combined collections span the five hundred year period that witnessed the making of colonial and modern cultures in the Americas. Because of its range, the federated archive promises to reinvigorate the study of American literary and cultural history by suggesting unexpected juxtapositions, different models of periodization, and new avenues of cross-cultural influence.

**User Studies and Needs Analysis.**
The OAAP team is working actively with the Hemispheric American Studies scholarly community in assessing needs, building the collection and tools, and developing an infrastructure for collaboration. Caroline Levander, a leading researcher in Hemispheric American Studies, is a co-PI, and Rice’s Humanities Research Center, which Levander directs, contributes most of the scholarly activities for the project. The advisory board includes well-respected scholars, librarians, and digital humanists. Levander has taught an NEH Summer Seminar on the topic of hemispheric American literature and a National Humanities Center Dupont seminar on the globalization of American literary studies. Participants were surveyed about their existing use of digital resources as well as about the OAAP and will be consulted as OAAP continues to evolve. We also collaborated with the Council on Library and Information Resources to convene a meeting of five scholars and one academic technologist to envision OAAP’s future.

From these surveys and discussions several principles have emerged:

- **Access is paramount.**
  
  Seminar survey respondents ranked better search tools and better access to research materials as top priorities. Researchers emphasized the importance of having access to a variety of materials from around the world, from government documents to manuscript materials to audio recordings. These resources must be easy to discover through full-text search as well as rich metadata.

- **OAAP should tackle barriers of language and discipline**
  
  How can scholars get beyond the limitations of their own conceptual schemas and their own languages? One scholar envisioned a search tool that would work like a friendly archivist, identifying materials you didn’t know existed. Scholars emphasized the need for a multilingual search interface, so that a researcher could enter keywords in Spanish and pull up relevant results in English.

- **Scholars want an environment that facilitates collaboration, acknowledges contributors, and enables them to quickly evaluate the reliability of resources.**
  
  Fundamentally scholars saw OAAP as opening a new approach to scholarship, one that is not constrained to close readings of a few key texts but able to encompass broad spatial, political, and social contexts. For instance, a group of scholars could team up on a study of the Spanish-American War, some focusing on visual or literary culture, some on demography. One survey respondent suggested that OAAP “develop [a] place for scholars to ask one another questions about materials with which they are less familiar, i.e. provide space for collaborative interactions/project.”

**Text Encoding Approach**

Texts from OAAP’s collections are marked up in TEI to facilitate scholarly analysis and long-term preservation. Since scholars seem to value access over all else, some have suggested that it would be sufficient to offer PDFs of the books. With TEI marked-up texts, however, scholars can search within or across texts, use analytical tools such as TAPOR, and easily copy out passages into their notes. Moreover, TEI supports the creation of multiple forms of output from a single TEI text, such as an original and a regularized version of a manuscript or a version optimized for mobile devices.

After consultation with scholars, OAAP decided to focus on marking up basic structures in the body of the text, just as EADA did with its TEI texts. Our aim is to support access and analysis, not to create critical editions. For manuscripts, we are also encoding features such as deletions, additions, and corrections, as well as the structure of letters such as openers and closers.

Given the significance of geography to OAAP, we considered using automated or manual methods to add place markup. While this could enable geospatial searching or the generation of maps showing places described in a
text, it would not describe the complexities of place, such as the distinctions between places in which a narrator is physically present vs. imagined spaces (like “home”). We needed a streamlined approach that would minimize labor costs in working with the 25,000 pages of digitized text. Furthermore, to encourage other institutions to add their collections to the federation, we want to keep the requirements for participating in OAAP minimal. We must, therefore, pursue a balanced approach that embraces standards (to facilitate consistency and longevity) and is flexible enough to accommodate a diversity of archives with a range of goals and capabilities.

**Federation Model and User Interface**

In addition to providing access to key research materials, OAAP hopes to facilitate collaboration among an international community of scholars. Despite challenges, including the humanities’ reluctance to reward collaborative work, scholars in this vital community have expressed excitement about working together on research projects in the collaborative space provided by the OAAP. The project is facilitating collaboration through a social tagging interface and federation of distributed repositories, as well as by working actively with scholars on the OAAP’s development. To enable the federation of distributed repositories, OAAP is implementing a harvester that collects objects from repositories meeting minimal standards and stores them for the purposes of searching and display. OAAP is adopting a data exchange standard based upon OAI’s Static Repository XML model (http://www.openarchives.org/OAI/2.0/guidelines-static-repository.htm). Through OAAP’s interface, researchers will be able to search, browse, tag, and collect objects from distributed collections. Researchers will tag objects to create a set of keywords that others can use, thus expanding the metadata beyond the Library of Congress Subject Headings added by metadata librarians and OAAP keywords provided by participating scholars. OAAP will also implement faceted browsing, allowing researchers to filter searches by, for instance, “political constitution” and “1800-1850.” Since notions of time and space are crucial to OAAP, it will provide both geospatial and temporal interfaces, enabling researchers to view resources on an interactive map or timeline.

**Conclusion**

By providing open access to core research materials, federating archives, and developing tools for analysis and collaboration, OAAP hopes to realize what Cathy Davidson calls Humanities 2.0: “Hybridity, exchange, flow, and cultural transaction are all explored more responsibly and adventurously when the resources of many nations, in many languages, have been digitized, made interoperable, and offered for research by scholars around the world, each of whom brings a local store of knowledge and experience to the theoretical, interpretive enterprise” (Davidson 2008).
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Introduction

There has been an increasing interest in applying automatic text analysis techniques to various text classification problems in literature and the social sciences. Examples of such tasks include determining biases in political coverage, or analyzing mood in literature. Earlier techniques were based on simplistic corpus analysis techniques such as counting word frequencies and co-occurrences. The access to robust machine learning technology and tools has enabled more sophisticated text mining techniques to be developed. Yu (Yu, 2008) discusses the use of text classification methods in the literary domain. His study compared the performance of two popular algorithms, naïve Bayes and support vector machines (SVMs) in two literary text classification tasks. While this trend represents progress in automatic text mining, it still reflects a reliance on primitive features such as the bag-of-words model. In such models, text is represented as a vector of weighted words; word order is disregarded and only frequency information is used. Such techniques are inherently limited in the granularity of the analysis they can perform, typically limited to the document level. For more fine-grained tasks such as sentiment analysis with respect to people, characters or topics, a more sophisticated model of relevant context is required.

This work discusses the use of entity profiles to represent the context in which to make judgments regarding an entity, where an entity can represent an individual or an organization, or other salient entity types. An entity profile reflects a consolidation of all important information pertaining to an entity within a document. For a person (or a character in a novel), the entity profile would include all mentions of the individual, including co-referential mentions, as well as relationships and events involving the person. The representation of such information is typically highly structured such as 

\[
\text{spouse_of(Maria Bertram, Mr. Rushworth)}
\]

with a link to the text snippet or sentence from which the relationship or event was extracted. An entity profile, when compiled from a collection of documents, or a lengthy novel is rich information that provides the required context in which to compare two individuals, classify human behaviour, etc. Automatically extracting entity profiles (and associated text snippets) is a challenging task in information extraction; the next section describes a system which has been designed for this purpose. The rest of the paper describes the use of entity profiles as the context in which automatic sentiment analysis (Chesley et al, 2006) of fictional characters can be computed. The example is from Jane Austen’s Mansfield Park.

Semantex: An Information Extraction Engine

Semantex (Srihari 2008) is a domain independent, intermediate level information extraction (IE) engine. The linguistic processor modules support different levels of natural language processing, including orthography, morphology, syntax, co-reference resolution, semantics, and discourse. The categories of information objects created by Semantex are (i) Named Entities (NE): proper names of persons, organizations, product, location etc., (ii) Correlated Entity (CE) relationships: capture local relationships between entities within sentence boundaries. The results are consolidated into EPs based on coreference and alias support, (iii) Entity Profiles (EP): Entity Profiles are complex rich information objects that collect entity-centric information—in particular, all the individual mentions of an entity in a document and any CE relationships the entity is involved in, (iv) Subject-Verb-Object (SVO) triples: SVO triples decoded by Semantex are logical, rather than syntactic: surface variations such as active voice vs. passive voice are decoded into the same underlying logical relationships, (v) General Events (GE): verb-centric information objects representing ‘who did what to whom when and where’. These five types of information objects capture key content of the processed text. For this project, the most relevant objects are CEs, EPs, and SVOs.

Sentiment Analysis based on Context provided by Entity Profiles

We use the set of text snippets (or sentences) from an entity profile as the context in which features for sentiment analysis are computed. Sentiment analysis is performed
in two phases: (i) the first phase, training, focuses on compiling a lexicon of subjective words and phrases along with their polarities (positive/negative) and an associated weight. (ii) in the second phase, sentiment association, a text document collection is processed and sentiment assigned to entity profiles of interest.

For sentiment analysis, a lexicon of subjective words/phrases (those with positive or negative polarity associated with them) is first compiled through (i) expansion from adjectives in WordNet using synonyms based on positive and negative seed adjectives and (ii) use of a search engine to find words that appear “near” a known positive/negative adjective. To associate sentiment with an entity, we accumulate polarity weights (using a sliding window) from the sentences within the entity profile; thresholding results in a final positive, negative or neutral polarity for the entity in question.

**Sentiment Analysis applied to Jane Austen’s Mansfield Park**

In this section, sentiment analysis has been applied to characters in *Mansfield Park* by Jane Austen. Specifically, it has been applied to the entity profile for the character Mary Crawford at different times in the novel. This is the process that was employed.

1. The text of *Mansfield Park*, originally consisting of 159,500 words was split into four parts at chapter breaks with some consideration to the progress of the plot. These breaks were chosen to track the transformation of the character Mary Crawford from first meeting through the revelation of some flaws in the character.

2. Each of the four sections was processed by Seman-tex; entity profiles were generated for all the characters, including Mary Crawford. This resulted in four entity profiles for Mary Crawford at different stages in the plot.

3. Sentiment analysis was computed for each of the entity profiles: the goal was to correlate the output of automatic sentiment analysis with the transformation in the character over time.

The sentiment analysis output based on two entity profiles for Mary Crawford generated at different stages (parts one and three) is shown in the table below. Part three reflects the duration of time just before and after Maria’s elopement with Henry Crawford, Mary’s brother. Mary’s reaction to this event exposes flaws in her nature, and contributes to a reader’s judgment of her character as negative. In each case, a subset of the subjective words that contribute to the overall polarity (positive or negative) are shown, along with snippets of text (based on entity profile) in which those words appeared. These text snippets are a subset of the sentences which contribute to the entity profile for Mary Crawford. The entire profile is not shown for space considerations. It should be noted that snippets from the entity profile are not necessarily contiguous.

Our system has judged the first profile to be positive, but the second one to be neutral rather than negative. This could be partly due to an aggregation of sentiment that is performed over the entire section. There is considerable effort that remains in improving the accuracy of automated sentiment analysis of fictional characters. For example, words such as “ashamed” and “embarrassed” are not necessarily associated with negative sentiment depending on the context. Another problem is proper association of the sentiment with the character in question. We continue to work on these issues.

<table>
<thead>
<tr>
<th>Sentiment</th>
<th>Part 1 of 4</th>
<th>Part 3 of 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polarity</td>
<td>Positive</td>
<td>Neutral</td>
</tr>
<tr>
<td>Probability</td>
<td>0.673</td>
<td>0.883</td>
</tr>
<tr>
<td>Subjective Words</td>
<td>agreeable 0.49</td>
<td>abominable -0.601</td>
</tr>
<tr>
<td></td>
<td>bad -0.601</td>
<td>agitation -0.939</td>
</tr>
<tr>
<td></td>
<td>beauty 0.98</td>
<td>ashamed -1.96</td>
</tr>
<tr>
<td></td>
<td>clever 0.49</td>
<td>attractive 0.6</td>
</tr>
<tr>
<td></td>
<td>comfort 0.4</td>
<td>be satisfied 0.586</td>
</tr>
<tr>
<td></td>
<td>dearest 1.154</td>
<td>betraying -0.751</td>
</tr>
<tr>
<td></td>
<td>delighted 0.53</td>
<td>bitter -0.601</td>
</tr>
<tr>
<td></td>
<td>disinclination -0.506</td>
<td>comfort 1.6</td>
</tr>
<tr>
<td></td>
<td>displeased -0.49</td>
<td>dearest 2.308</td>
</tr>
<tr>
<td></td>
<td>elegance 0.49</td>
<td>discontented -0.651</td>
</tr>
<tr>
<td></td>
<td>happiness 0.49</td>
<td>embarrassed -0.651</td>
</tr>
<tr>
<td></td>
<td>inconceivable -0.49</td>
<td>frown -0.55</td>
</tr>
<tr>
<td></td>
<td>laughingly 0.495</td>
<td>manners 2.003</td>
</tr>
<tr>
<td></td>
<td>liking 0.446</td>
<td>nobly 0.92</td>
</tr>
<tr>
<td></td>
<td>lively 0.3</td>
<td>satisfactorily 0.6</td>
</tr>
<tr>
<td></td>
<td>not mean 0.4</td>
<td>shame -1.069</td>
</tr>
<tr>
<td></td>
<td>pleasant 0.5</td>
<td>smile 1.47</td>
</tr>
<tr>
<td></td>
<td>pretty 0.4</td>
<td>unpleasant -0.683</td>
</tr>
<tr>
<td></td>
<td>proud 0.6</td>
<td>vain -0.865</td>
</tr>
<tr>
<td></td>
<td>very clever 0.8</td>
<td>vexation -0.54</td>
</tr>
</tbody>
</table>
Conclusions
This paper has described an experiment in which automatic sentiment analysis is used to illustrate either the change in a character, or the perception of the character by other characters over the progression of a story. Entity profiles provide rich context in which to attempt other tasks, such as measuring the similarity of characters, both within a novel, as well as across novels. Standard document similarity measures may be used to accomplish this.

The challenge to making this technique more robust is the accuracy of coreference, including anaphora resolution. Mistakes in this module can cause irrelevant sentences to be pulled into the entity profile, thus rendering the analysis inaccurate. Efforts are underway to improve this accuracy. Sentiment analysis can also be improved by fine tuning the association of subjective words with the correct character. Nevertheless, this is a more sophisticated method of performing text analysis with respect to analyzing human behaviour.
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The field of digital palaeography has received increasing attention in recent years (Ciula 2005; Bulacu and Schomaker 2007; Stokes 2007/8; Rehbein et al. forthcoming). However, this subdiscipline is not generally accepted by the wider humanities community, and indeed some have argued that handwriting is inherently unquantifiable and cannot be analysed by digital means (Costamagna et al. 1995–96). This paper therefore asks what problems might be amenable to digital analysis and why existing methods have not been widely accepted, and then introduces new software designed to address these issues.

Present Issues in ‘Traditional’ Palaeography

One of the principle difficulties in palaeography is subjectivity, since palaeographers often express qualitative opinions rather than objective arguments and this can lead to an ‘authoritarian discipline’ which depends on ‘the authority of the author and the faith of the reader’ (Derolez 2003). Attempts to make the field more scientific began well before the use of computers, including an attempt to measure hundreds of letters by hand (Gilissen 1973), but these were laborious and problematic and the approach was largely forgotten. Others have drawn on forensic document analysis, since forensic document analysts have had to demonstrate the efficacy and objectivity of their methods in court and are therefore far ahead of palaeographers in this respect (Srihari et al. 2002; Davis 2007). Nevertheless, the differences between modern and medieval handwriting are significant. Amongst other things, medieval scribes were (usually) highly trained and can show very little variety from one scribe to the next, unlike modern writers; forensic analysts can generally collect a large corpus of known handwriting whereas palaeographers often have few or no known examples; and palaeographers cannot verify their results with the certainty that forensic analysts can often achieve.

In addition to these problems, palaeographical study has also been hampered by the lack of an established terminology, and this makes communicating arguments very difficult indeed. The Comité international de paléographie latine (CIPL) was founded in 1953 partly for this reason but, despite sixteen international meetings to date, it is nowhere near producing an accepted solution (but see Muzerelle 2003). However, the problem is receiving more attention with the increasing use of databases and online catalogues. Attempts to computerise existing catalogues have revealed inconsistencies in earlier sources, and the absence of accepted terminology has made digital resources difficult to search and almost impossible to interconnect.

Another issue is the volume of data to be analysed. Palaeographers have tended to consider small corpora of scribal hands, but these are not necessarily representative of wider practices, and any conclusions based on such samples are necessarily limited. Larger corpora are beyond traditional methods, however, since they can include hundreds of scribal hands with potentially thousands or tens of thousands of features (Stokes 2007/8). Digital methods can help, as databases and data-mining can both be used to manage large quantities of material. Similarly, if catalogues and other online resources followed standards in describing handwriting then data can be pooled from many different projects. However, as noted above, such standards do not yet exist.

Present Issues in ‘Digital’ Palaeography

These difficulties can all be addressed to some extent by digital methods, and new studies in ‘digital palaeography’ are going some way towards doing that (Ciula 2005; Bulacu and Schomaker 2007; Stokes 2007/8). However, promising as these seem, they have received almost no acceptance and relatively little interest from ‘traditional’ palaeographers. This is partly because the technology is not yet mature, and perhaps also because the attempts to date have generally involved small projects without the sustained funding or larger interdisciplinary groups that digital humanities often require (Pierazzo 2008). However, neither of these seems to be a complete explanation, and another problem may be one of understanding and engagement. Even if procedures are communicated clearly using recognised terminology, scholars still require a good understanding of many complex fields to fully appreciate and engage with the material, including post-graduate level probability theory, digital signal processing, computer graphics, and more, all skills which cannot be expected from palaeographers. This means that they cannot engage meaningfully with the results of digital methods and that we have replaced the human authority with a digital one.

Another difficulty is that all results should be reproducible or at least verifiable if any claim to objectivity is made. However, this is rarely done in practice. For ex-
ample, most techniques for enhancing images require a great deal of ad hoc human intervention which cannot be accurately documented using most existing tools. Many scholars in the humanities use Adobe Photoshop for enhancing images (Craig-McFeely and Lock 2006), but Photoshop provides no easy way of recording actions such as colour-selection, nor is it always clear exactly how the proprietary algorithms work. Photoshop is undoubtedly useful and should not be discarded lightly, but the methods and tools must allow full documentation and reproducibility.

The lack of standard terminology for handwriting not only makes communication between scholars difficult, but it also makes databases of script all but impossible. Some less conventional approaches have been tried, such as the Manchester ‘C11’ database (Rumble 2005; Scragg et al. 2005), but this particular classification and interface is very opaque and subjective, so that neither search criteria nor result-sets are intelligible to users. Alternatives such as descriptive rather than visual criteria for searches have also been attempted (Stokes 2007/8), but these still depend on users understanding a specific and ad hoc vocabulary and so are difficult to search and are nearly impossible to integrate with other resources.

Some Future Directions
Perhaps the easiest problem to solve is that of documentation and reproducibility, since software can be designed to record all operations performed and then save this as a MIX/METS file or other standard format (Stokes, forthcoming). A Photoshop plugin could achieve this but would be subject to Adobe’s licensing and the restricted availability of their Software Development Kit. Instead, basic software for image enhancement can be developed relatively easily, for example with the Java Advanced Imaging library (JAI), and any purpose-built software to quantify scribal hands can (and should) reveal its algorithms and log every detail of what it does.

Regarding understanding and scholarly engagement, it is unreasonable to expect palaeographers to understand the detailed mathematics of image-processing and data-mining, but the techniques are promising and should not be discarded lightly. One possibility is therefore to find ways of presenting the results of this software in ways that are intelligible to palaeographers: if the results can be understood then they are more likely to be accepted. This problem is complex, though, as data-mining often produces results which are not intelligible and cannot necessarily be articulated in an intelligible way.

The Framework for Image Analysis

To test some of these principles, the author of the present paper has developed new modular and extendible software in Java for the analysis of scribal hands. Users can load images of handwriting and then run processes to generate metrics for scribal hands, where each process implements one or more algorithms to extract features from images of handwriting and records both the process and the result. A module is also provided to enhance images before processing, and this can be run as a stand-alone application to help recover text from damaged manuscripts (Stokes, forthcoming). The system can compare metrics generated by different processes and thereby measure distances between samples of writing, and both metrics and distances can be exported for further study. The processes are implemented as plugins so that users can choose different combinations of processes for different situations and can also implement their own algorithms and exchange these to allow others to test their methods and reproduce their results. This allows people to compare different techniques in a common framework, producing libraries of scribal hands and plugins as a common and documented basis for palaeographical study.
man-friendly’ output, with the latter including graphical or even interactive displays. Much work is still required here, but the system described is designed for precisely this sort of experimentation and thereby, one hopes, provides a useful environment in which the work can be done.

Fig. 2: The Image Enhancement module.
Manuscript page is Cambridge, Corpus Christi College 144, 32r. Reproduced by permission of the Master and Fellows, Corpus Christi College Cambridge
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“Terminal Hopscotch”:
Navigating Networked Space in Talan Memmott’s Lexia to Perplexia
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If the reader is patient enough to make it to the final episodes of Lexia to Perplexia, digital artist Talan Memmott’s beautifully intricate piece of electronic literature, at some point she will encounter a particularly puzzling image. Richly layered with images of computer code, checkerboard backdrops, cryptic prose, and a stick figure drawn in chalk, this snapshot will nevertheless lack the full frenzy of motion of the actual work, a palimpsest-like environment that threatens to spin out of control. The reader will participate in its wild oscillation by moving her mouse around the screen in an effort to find a gateway or portal to the next segment. By this time she will (probably) have learned that this type of active searching is the only way to proceed through the text. For her efforts, she will not be rewarded with a new section, a sense of closure, nor formal dénouement; rather, her participation here will involve playing what Memmott has referred to as “terminal hopscotch,” a looping sequence of animations that unfold ad infinitum, or at least until the reader will choose to withdraw.

Created for the trAce Online Writing Community’s annual Conference in 2000, Lexia to Perplexia is comprised of four sections divided into a series of thickly-layered web pages, each of which leads to further layers before linking to a new page. The text is a mixture of DHTML and Javascript, which, when strung together, forms a fragmented narrative that is visually complemented by empty grids, snippets of code, and cluttered signs of death and mourning. Like many examples of electronic literature or digital poetry, Lexia to Perplexia emerges from a variety of artistic traditions: it is a visual poem, a linguistic experiment, and a piece of executable code all in one. It is a technological collage performed on a computer screen, filled with references to various media forms while settling exclusively on none.

Yet there are many things that Lexia to Perplexia is not. It is not a linear narrative, yet through a sustained interaction with the piece, an abstract sort of “story” emerges. It does not contain a set series of causal sequences, yet any path through this image-laden text is causally dependent upon the decisions the user makes in response to its interface. It is not a story in which a single “main character” functions as a center of narration, yet the piece is suggestive of a subjective amalgam, a stitched-together entity that has joined itself to a network. Nor does the piece fit entirely within the tradition of the avant-garde in the visual arts—even as its operative and interactive features express an unusual sort of seeing, a “networked perspective,” that resonates with Marcel Duchamp’s attempts to deter the “retinal shudder” that results from traditional manners of representation (qtd. in Ades 70).

In her detailed analysis of the work in Writing Machines, N. Katherine Hayles discusses the manner in which Memmott creates an anonymous protagonist resigned to a divided and encoded existence that the computer interface and distributed network have made inevitable. Her convincing argument is that in Lexia to Perplexia “human subjectivity is depicted as intimately entwined with computer technologies,” and that such an entwining is achieved through Memmott’s use of “idosyncratic language, a revisioning of classical myths, and a set of coded images that invite the reader to understand herself not as a preexisting self with secure boundaries but as a permeable membrane through which information flows” (50). Hayles’ analysis not only addresses the unique character of Memmott’s project, it does so in such a way as to shed light upon digital art as a whole, providing ample evidence to support the one of the themes that underpins Writing Machines: the increasing need for media-specific analysis.

Yet far from exhausting what can be gleaned from Lexia to Perplexia, Hayles’ clear and thorough exegesis creates a new mode of approach. If, for example, it is crucial to apply a media-specific analysis to works such as Lexia to Perplexia, then the task remains to consider more fully one of its most important medial features: the organization of spatial elements on the level of the interface. In this paper I depart from earlier modes of interpretation that focus primarily on linguistic elements (see, for example, work by Hayles, Dreher, and Raley) by considering the way Memmott complicates traditional notions of identity in Lexia to Perplexia through a unique arrangement of spatial elements that form a networked reading environment and suggest a distributed subjectivity. Such an arrangement creates an anxious landscape that offers no place for repose, one that, at least initially, makes a refugee of the reader as she “hopscotches” through the text. Additionally, I propose that Lexia to Perplexia’s distinct spatial organization results in a form of story-telling that both challenges and conforms to traditional narrative structure—and that these spatial elements, dependent as they are upon the medium of the computer...
and the technology of the distributed network, engender new ways of navigating textual space that demand new literacies to fully experience them.

More about *gentleman* in Dickens
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Introduction

The aim of this paper is to present a corpus-stylistic study of the collocation of *gentleman* in Dickens. The word *gentleman* is among the most frequent ‘content’ words in Dickens. In fact, as Fig. 1 shows, *gentleman* appears more frequently in Dickens than in any other author examined, and thus is a key word in Dickens in the sense that it ‘appear[s] in a text or a part of a text with a frequency greater than chance occurrence alone would suggest’ (Henry and Rooseberry, 2001: 110).

Building on my pilot study of the collocation of *gentleman* in Dickens and Smollett (Tabata, 2008), this study expands the scope of analysis by comparing Dickens texts with a larger reference corpus covering major eighteenth- and nineteenth-century authors as well as by combining quantitative techniques with qualitative interpretation of statistical findings. The corpus, upon which the present study is based, is made up of three components: 1) 24 Dickens text sets (4,835,158 words), 2) a set of 23 eighteenth-century texts (4,163,353 words: Defoe, Fielding, Goldsmith, Richardson, Smollett, Sterne, and Swift), and 3) a set of 31 nineteenth-century texts (5,118,346 words: Austen, the Brontë sisters, Collins, George Eliot, Gaskell, Thackeray, and Trollope). The total of running words amount to 14,116,857. One might find that female authors outnumber male authors in the nineteenth-century set. However, the female set is not so overpopulated as to imbalance the population of the subcorpus. The total of the tokens by male authors accounts for as high as 45 % of the running words due to comparatively thick volumes produced by male authors.
A few methodological issues

To investigate Dickens’ stylistic features associated with the use of gentleman, it will be appropriate to analyze the word in collocation, rather than in isolation since semantics of a word is extended to the surrounding words, or co-text (Firth, 1957; Sinclair, 1991; Stubbs, 2001). The first issue to be discussed is a collocational span. Although there is not a total agreement between linguists regarding an optimal range of collocational span, a generally accepted practice is to examine collocation in a span of four words to the each side of the node (Jones and Sinclair, 1974). This is based on the finding that it will become increasingly difficult to find meaningful collocational patterns beyond a span of four words (Sinclair et al., 2004), as shown in Fig. 2.

Next comes the issue of how to measure collocational strength between words. If we use raw frequency (or normalised frequency) counts, the predominance of function words such as the, a, and, of, etc. (as evident in Table 1) would overcrowd subtler, more meaningful patterns. My proposed solution is to use a statistical measure. Among a number of techniques for filtering out unimportant neighbouring words, a Mutual Information (MI) score measures collocational strength, by a logarithmic compression of the frequency of collocates. It therefore is likely to spotlight semantic relationships rather than syntactic relationships between the node and its collocates. Mutual information score for the collocation of the word $x$ and the word $y$ ($I_{(x,y)}$) is obtained from the formula (1).

$$I_{(x,y)} = \log_2 \frac{f(x,y)N}{f(x)\cdot f(y)}$$

The third issue is how we set a threshold for variables. Church and Hanks (1990: 24) state that the association ratio becomes unstable when the counts are very small (for example, when $f_{x,y} \leq 5$). My tentative proposal is to base analysis upon collocates occurring 10 times or more, and with MI scores higher than 3.0, drawing on Church and Hanks’ account that “pairs with $I_{(x,y)} > 3$ tend to be interesting” (24). Table 2 list 100 strongest collocates with $f_{x,y} \geq 10$. A close look at Table 2, however, reveals that there are a few proper nouns that occur only in a particular text (Brass’s, Greystock, and Oliver). As a results of eliminating twelve such proper nouns from the candidates for variables, 378 collocates of gentleman were found qualified as variables. The initial number of texts in the corpus was 78, but one text, Smollett’s The History and Adventures of an Atom (1769) did not meet the requirements and, therefore, was eliminated from the data set.

The sheer volume of data to be analysed is daunting: a collocational strength matrix for 378 collocates across 77 texts (77 rows by 378 columns). Since it would be extremely difficult for a human eye to detect meaningful patterns from the data of such dimensions, correspondence analysis is employed to visualize complex interrelationships among gentleman’s collocates, interrelationships among texts, and the association patterns between the gentleman’s collocates and texts in multi-dimensional spaces.

![Fig. 2 Graph showing average node predictions over span positions 1–10*](From Sinclair (1969) as reprinted in Sinclair et al. (2004))

Table 1 100 most common collocates of gentleman

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>the</td>
<td>5771</td>
<td>26</td>
<td>by</td>
<td>348</td>
<td>51</td>
<td>there</td>
<td>175</td>
</tr>
<tr>
<td>2</td>
<td>a</td>
<td>3658</td>
<td>27</td>
<td>at</td>
<td>339</td>
<td>52</td>
<td>been</td>
<td>157</td>
</tr>
<tr>
<td>3</td>
<td>and</td>
<td>1835</td>
<td>28</td>
<td>in</td>
<td>335</td>
<td>53</td>
<td>himself</td>
<td>151</td>
</tr>
<tr>
<td>4</td>
<td>of</td>
<td>1794</td>
<td>29</td>
<td>on</td>
<td>305</td>
<td>54</td>
<td>or</td>
<td>149</td>
</tr>
<tr>
<td>5</td>
<td>to</td>
<td>1698</td>
<td>30</td>
<td>be</td>
<td>303</td>
<td>55</td>
<td>what</td>
<td>145</td>
</tr>
<tr>
<td>6</td>
<td>that</td>
<td>1480</td>
<td>31</td>
<td>very</td>
<td>293</td>
<td>56</td>
<td>has</td>
<td>145</td>
</tr>
<tr>
<td>7</td>
<td>in</td>
<td>1274</td>
<td>32</td>
<td>has</td>
<td>283</td>
<td>57</td>
<td>single</td>
<td>140</td>
</tr>
<tr>
<td>8</td>
<td>was</td>
<td>1094</td>
<td>33</td>
<td>me</td>
<td>272</td>
<td>58</td>
<td>good</td>
<td>138</td>
</tr>
<tr>
<td>9</td>
<td>young</td>
<td>1070</td>
<td>34</td>
<td>my</td>
<td>259</td>
<td>59</td>
<td>you</td>
<td>134</td>
</tr>
<tr>
<td>10</td>
<td>old</td>
<td>1040</td>
<td>35</td>
<td>have</td>
<td>251</td>
<td>60</td>
<td>other</td>
<td>134</td>
</tr>
</tbody>
</table>

Various multivariate analyses of texts have been success-
ful in elucidating linguistic variation over time, variation across registers, variation across oceans, to say nothing of linguistic differences between authors (Brainerd, 1980; Burrows, 1987 & 1996; Biber and Finegan, 1992; Craig, 1999a, b, & c; Hoover, 2003a, b, & c; Rudman, 2005). My earlier attempts used correspondence analysis to accommodate low frequency variables (words) in profiling authorial/chronological/cross-register variations in Dickens and Smollett (Tabata, 2005; 2007a/b; 2008).

Given the fact that most collocates of content words tend to be low in frequency, my methodology based on correspondence analysis would usefully be applied to a macroscopic analysis of collocation of gentleman.

![Table 2 100 strongest collocates of gentleman based on MI-score](image)

**Table 2 100 strongest collocates of gentleman based on MI-score**

**Results**

Fig. 3 visualises interrelationships among 77 texts. Data points (texts) closer to each other in the diagram tend to have similar collocates in common. The greater the distance between texts, the less they have in common. Fig. 4 indicates interrelationships among 378 collocates. The proportion accounted for by Dimensions 1 and 2 is only 4.21% and 3.03%, respectively, of the total variance in the data, indicating the relationships among the matrix of 77 rows by 378 columns are extremely complex.

Fig. 3 provides an interesting overview of similarity or contrast between texts: the horizontal axis, the strongest variance in the data set, differentiates Dickens versus the eighteenth-and nineteenth-century authors. One seeming anomaly as far as Dickens texts are concerned is the position of 1851_CHE, *A Child’s History of England* (1851), which finds itself between the eighteenth and the nineteenth century text groups. This history book written for children is considerably different in style from other Dickensian works. Therefore it is not unexpected for this piece to be found least Dickensian as indicated by the vertical axis, a phenomenon in keeping with previous multivariate studies based on other linguistic variables, such as –ly adverbs (Tabata, 2005: 231) and part-of-speech distribution (Tabata, 2002: 173). In addition, early Dickens texts are found in the lower half of the Dickens cluster, again in consistent with my other works (Tabata, 2008; 2009a; 2009b).

![Fig. 3 Correspondence Analysis of the collocates of gentleman (378 collocates across 77 texts)](image)

![Fig. 4 A galaxy of gentleman’s collocates: Word-map of 378 collocates](image)

The vertical axis, furthermore, shows the eighteenth-century texts to wards the bottom and the nineteenth cen-
Concordance

A close examination of Fig. 5 leads to an awareness that gentleman in Dickens are characterised by (uncommon) adjectives while, in the eighteenth-century texts, verbs (of past tense) are prominent collocates. The nineteenth-century texts do not display a particular pattern apart from words related to family or position. I would rather interpret this result as suggesting the nineteenth-century texts are negatively characterised both against the Dickens set and the eighteenth-century set.

**Fig. 5 Concordance:** egotistical

**Fig. 6 Concordance:** censorious

A close study of gentleman in collocation with such Dickensian adjectives, egotistical, censorious, throwing-off makes us realize Dicken’s ironical use of gentleman. Moreover, these concordance lines make us realize that in Dickens more than one modifiers are likely to precede gentleman. In fact, Fig. 8 illustrates Dickens’s tendency to use multiple adjectives. The increase in the proportion which Dickens instances occupy in ‘the multi-adjective gentleman’ from ‘a | an ADJ gentleman’ indicates that Dickens uses ‘the ADJ ADJ gentleman’ formula as character apppellations, instead of simply referring to a character as a gentleman.

**Fig. 7 Concordance:** throwing-off

**Fig. 8 Proportion of instances accounted for by Dickens**

**Fig. 9 Concordance:** the X X gentleman

**Fig. 10 Concordance:** gentleman of X X

Conclusion

What has emerged from this survey can be summarised as follows:

1. The most powerful solution obtained from multivariate analysis can be interpreted as demonstrating that Dickens has distinctive style in collocation of the word gentleman.

2. Dickens is more likely to use adjectives in collocation with gentleman than the control set. Adjectives with higher MI scores often strike oxymoronic humour when collocating with gentleman in Dickens texts.

3. In Dickens, modifier-collocates (adjectives) tend to occur in succession (juxtaposition or concatenation) typically in early works. They are often employed as character apppellations (variations of character-name)
with a negative semantic prosody.
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**Introduction**

Digitisation, “the conversion of an analog signal or code into a digital signal or code” (Lee 2002, 3) is now commonplace in most memory institutions, as digital representations of cultural and historical documents, artefacts, and images are created and delivered to users, generally online. The exponential growth in digitisation projects towards the close of the 20th Century, along with the establishment of guides to good practice and technical guidelines, has meant that “Countless millions of pounds, dollars, francs and marks [have been] ploughed into digital projects that have involved the conversion of library, museum and archive collections” (Lee 2002, 160). Much of the early academic debates regarding the purpose, merit, and scope of digitisation are now resolved as institutions create high quality resources for the general user and academic researcher alike (Hughes 2002, Deegan and Tanner 2002). As a result

Digitisation is not a per-se research issue but is part of a wider context related to the information society and the effective use of the digital content by cultural institutions (Minerva 2003, xxiii).

However, an area seldom considered in academic literature is the creation of digital resources by amateurs. Although hitherto ignored by information professionals, recent developments in Web 2.0 technologies means that museums, libraries and archives are now re-considering their relationship with users and the general public, both in the use of digital collections and how users can contribute to an increasingly rich digital resource environment. This paper assesses the scope of online resources created outside institutional boundaries by keen individuals who wish to participate in digitising our cultural heritage, providing an overview and conceptualising the potential contribution that can be made by amateur digitisation.

**Context**

The rise of online “museums” created by amateur enthusiasts, generally containing digital images of holdings and artefacts, is a seldom considered but growing phe-
nomenon. Amateur online collections have appropriated a variety of technologies, from static HTML, to the hosting opportunities afforded by online, new media, social networking sites such as www.flickr.com. In addition, with memory institutions appropriating Web 2.0 technologies themselves – such as tagging, and encouraging user feedback and involvement – amateur enthusiasts are now being encouraged to contribute to the online presence of established institutions. Online “museum” material resulting from amateur digitisation projects can provide a rich source of primary resources for both scholars and the general public, and although this has been all but ignored until recently by the Library, Archive, Cultural Heritage, and Arts and Humanities communities, its democratising nature is worthy of further consideration. “On and on it goes – acres of the cyberworld full of ephemera. What else is out there?” (Gorman, 2003, p. 11).

It is acknowledged that “cyberspace is littered with the productions of ignorant, semi-literate, and/or crazed individuals”, (Gorman 2003, p. 14) and in many cases, these online collections function as 21st Century cabinets of curiosities. They can be viewed as amusing, eccentric, or even worrying obsessions with a particular type of ephemera which the rest of the world has chosen to leave undocumented, providing a “an individual, a “netizen” …[with the] means of expression for anyone with minimal technical skills but abundant passion and dedication” (Harden 1998). The Guardian newspaper described the Museum of Online Museums (http://coudal.com/moom/) thus: “The internet has brought advancements, but nowhere has it been more successful than in the field of meaningless rubbish. Here, vast swathes of tat are housed in one handy place for easy navigation” (2007, 31). Just because the creator describes their collection as a museum does not mean to say it functions as we expect of a memory institution, whatever that may be.

However, the content of these online sources ranges from the amusing, to serious attempts at providing information resources to both scholarly and amateur researchers which are just not available anywhere else, being useful even if they lack the institutional backing and guidance of their official online counterparts. These “museums” can vary from the ramshackle and quirky to the glossy and guidelines-compliant documentation of ephemera which established institutions are either not interested, able, or willing to catalogue, digitise, and provide online: “one librarian’s ephemeron is another’s invaluable cultural resource” (Gorman 2003, p. 14). The Museum of Online Museums maintains a registry of such creations, including Devil’s Rope: The Barbed Wire Museum (http://www.barbwiremuseum.com/index.htm), the Museum of Menstruation and Women’s Health (www.mum.org), and Total Rewind, “the virtual museum of vintage vcrs” (http://www.totalrewind.org/): all award winning, and featuring exhaustive documentation and digitised source material not available anywhere else. Additionally, many amateur digitisers are creating “pools” of digitised objects utilising image-hosting sites such as www.flickr.com as a platform, creating exhaustive documentation of, say, vintage dressmaking patterns (http://www.flickr.com/groups/vintagepatterns/pool/), or book cover artwork of cheap paperbacks from the mid twentieth century (http://www.flickr.com/groups/paperbacks/pool/).

Memory institutions themselves are beginning to experiment with Web 2.0 environments, asking the general public to interact with their digitised material through social tagging, bookmarking, and commenting (http://www.steve.museum/). A forward-thinking project at Oxford University, the First World War Digital Poetry Archive (http://www.oucs.ox.ac.uk/ww1lit/), has taken this one step further by successfully asking the general public to come forward with their ephemera to include in the archive. Harnessing the energy, passion and interest of amateur digitisation is of clear interest to the cultural and heritage sector. What do we know about both the creators and users of amateur digitisation projects? What can we learn from this?

There has never been an over-arching academic consideration of amateur digitisation projects. This paper surveys the hitherto ignored phenomenon of virtual and online museums and digitised ephemera created by amateur enthusiasts, to ascertain the motivation, scope, implementation, perception, and usefulness of such activity. Is this predominantly meaningless “tat”, or are virtual collections created by amateurs used, useful, and worthy of further consideration? By what criteria can we judge whether an amateur digitisation project is successful? How can memory institutions harness the energy and time devoted in creating these online resources?

Methodology
First, the literature on digitisation was reviewed to ascertain whether amateur contributions had been studied. Second, a hundred stand alone, self-confessed “virtual museums” were reviewed to indicate the coverage, scope, and purpose of their collections. Likewise, groups and pools on flickr were reviewed. Memory institutions currently encouraging user interaction via Web 2.0 technologies were surveyed to ascertain the extent of user involvement. Third, ten creators of amateur websites were interviewed to gain their insight regarding purpose,
coverage and use of their material. Finally, a survey was carried out with Arts and Humanities academics, to ask if they had every used, referenced, depended on, or even come across useful online digitised material provided beyond institutional boundaries.

Findings
The study will report fully in Spring 2009, but preliminary findings indicate that successful standalone virtual amateur museums – those providing novel detailed content unavailable elsewhere – tend to focus around a particular niche subject such as histories of specific technologies, or socially taboo interests. Another popular area is the digitisation of family history and genealogical material. Those utilising image hosting facilities, such as flickr, unsurprisingly tend to focus on image based material to facilitate discussion of the history of graphic design and illustration.

The digitisation is carried out as a not-for-profit hobby: the interaction with other enthusiasts and viewers afforded by using Internet technologies gives a sense of camaraderie and often encourages rigorous debate between enthusiasts keen on properly documenting their chosen topic. This enthusiasm is carried over to established memory institutions which offer amateurs the means to contribute via web 2.0 technologies.

There has been very little investigation or understanding of how these amateur digitised collections are used. Creators are generally aware of usage statistics, and most can provide examples where specific, detailed queries from interested researchers have been answered through their collections. Academic researchers are happy to turn to these collections when they provide information not available elsewhere.

Conclusion
Enthusiastic digitisation by amateurs, a phenomenon previously ignored by information professionals, is providing a rich source of online cultural heritage content which often documents areas not covered via traditional institutions. The energy and zeal displayed by amateur digitisers is worthy of further consideration, as amateur collections often complement existing collections, providing an alternative free discussion space for enthusiasts. Web 2.0 technologies present great potential in linking the amateur with the institution, extending the reach and scope of digitised cultural heritage.
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Historical diaries provide information about and facilitate understanding of daily life during their periods. The historical diary of an aristocrat not only contains historic facts but might also help us disclose them. In this paper, we present an interactive web-based system for visualizing aristocrat names mentioned in a historical Japanese diary called “Hyohanki (or Heihanki)” written by an aristocrat during the late Heian era (1132-1184). In our web-based system, the stacked graph is utilized to dynamically analyze the time-series of those aristocrat names. We have found that trends in the name occurrence and co-occurrence visualized by the system correlate well with historic facts regarding the rise and fall of power of as well as the confrontation among the corresponding aristocrats.

1. Introduction

A diary is a daily record of events that have happened over the course of a day. Diaries written long time ago or historical diaries provide information about daily life during their periods. They can be also utilized to facilitate understanding of the life and times of mentioned individuals in those days. Historical diaries written by aristocrats not only contain historic facts but might also help us disclose such facts.

Information visualization techniques have been successfully applied to historical artifacts. Typical applications include Picasso’s artworks and documents (Audenaert et al., 2008; Meneses et al., 2008), 17th-century Portuguese shipbuilding treatises (Furuta et al., 2007), and Vertot’s Roman Revolutions (Jensen, 2006). In this paper, we apply information visualization to a historical diary called “Hyohanki (or Heihanki)” which is a diary written by a Japanese aristocrat, Taira no Nobunori, during the late Heian era (1132-1184).

Hyohanki is a relevant resource for the research of Japanese culture of that time period. Although some part of Hyohanki has been deteriorated and missing, all remaining pages are digitized into the text format (Fig. 1), awaiting for digital humanities research activities. An example of such digital humanities research is Cross-Age and Cross-Cultural Information Retrieval discussed in (Maeda and Kimura, 2008).

In this paper, we present an interactive web-based system for visualizing aristocrat names mentioned in Hyohanki. In our system, the stacked graph (Wattenberg, 2005) is utilized to dynamically analyze the time-series of those aristocrat names. This kind of dynamic analysis helps the viewer to track trends in the name occurrence and co-occurrence and thus facilitates revealing of historic facts behind them.

2. Methodology

2.1 Data

Our system is based on entries derived from the Hyohanki Diary. Such entries, contained in a delimited text file, are expressed by a tabular representation consisting of three attributes: (i) year, (ii) aristocrat name for which the family name is placed before the given name, and (iii) a numerical value indicating the number of occurrences of that name in that year. This data was extracted from “Personal Names Index” of Hyohanki, which was manually created by experts in Japanese history.

2.2 Visualization

The method used to visualize the data is straightfor-
ward: given a set of aristocrat-names time series, a set of stacked graphs is produced, as shown in Fig. 2. The x axis corresponds to year and the y axis to occurrence ratio, in percentage, for all names currently in view. Each stripe represents a name, and the width of the stripe is proportional to the ratio of that name mentioned in a given year. The stripes are colored blue, and the brightness of each stripe varies according to the number of occurrences, so that the most mentioned names for the whole period are darkest and stand out the most.

Our visualization approach can be seen as an evolved version of timeline representations (Jensen, 2006). The main difference between these two approaches is that timeline representations are suitable to highlight the temporal evolution of events, while stacked graph representations help users in discovering trends in data. In a typical timeline presentation, time is arranged along one dimension and a number of markers, representing events, are placed appropriately along the time dimension. On the other hand, stacked graph representations often create an environment being representative of the data set in question. This environment helps users in discovering trends in data by creating depictions of data values that can make data analysis faster.

2.3 Interaction
When the system starts, the viewer sees a set of stripes representing all names with the number of occurrences above 50. Additional filtering of this data is achieved using two interaction controls. With the first one, filtering by names, the viewer may type in letters, forming a prefix; our system will then visualize data on only those names beginning with that prefix. This system reacts directly with each keystroke. Thereby, it is not necessary for the viewer to press return or to click a submit button. In addition, the system moves smoothly between visualization states. So when a letter is typed, an animated transition helps preserve the visualization context.

With the second interaction control, filtering by number of occurrences, the viewer can change the data currently in use from the default. As shown in Fig. 2, there are seven buttons, each one allowing the change using the number of occurrences above 50, 100, 150, 200, 250, 300, and 350 respectively. The idea behind this interaction control is that we can restrict the view to certain data of interest, according to their number of occurrences, resulting in concise views of the data.

3. Results and Discussions
Fig. 2 shows the stacked graph of the aristocrat names with the number of occurrences above 50. One prominent stripe can be observed, i.e., that of Fujiwara no Tadamichi (藤原忠通), who was the eldest son of the Japanese regent Fujiwara no Tadazane (藤原忠実). It should be noted that in 1156 the Hogen Rebellion took place between the defeating side of Emperor Go-Shirakawa, sided by Fujiwara no Tadamichi, and the defeated side of retired Emperor Sutoku, sided by Fujiwara no Yorinaga who is the younger brother of Fujiwara no Tadazane.

Fig. 2 Screenshot of our Hyohanki’s aristocrat-names visualization system, where the English names of those discussed in the paper were manually superimposed under the corresponding Japanese names

Fig. 3 Stack graphs of names beginning with Fujiwara (藤原), where the English names of those discussed in the paper were manually superimposed under the corresponding Japanese names

Fig. 3 shows the stacked graph of the aristocrats with family name Fujiwara (藤原), a powerful regent family dominating the Japanese politics of Heian period, and with the number of occurrences above 100. It can be seen that the stripe of Fujiwara no Yorinaga (藤原頼長) has high co-occurrence with that of Fujiwara no Tadami until the former was defeated by the latter in the aforementioned rebellion. It is also interesting to see that the stripe of their father Fujiwara no Tadazane also conforms to this trend. It should be noted that the y-axis is always the total percentage. This is because we are interested in the relative transition of the influence of a particular family or a person, and for that purpose, the
total percentage is better than the relative percentage.

In addition, in Fig. 3, Fujiwara no Motozane (藤原基実) has high occurrence before 1166, but his occurrence decreases after 1166. On the other hand, Fujiwara no Motofusa (藤原基房) has low occurrence before 1166, but has high occurrence after 1166. These also conform to the following historical fact. In 1166, a regime change occurred. Before 1166, Emperor Nijo group was in power. However, Emperor Nijo, the eldest son of the aforementioned Emperor Go-Shirakawa, died in 1165, and Fujiwara no Motozane who was the leader of the emperor Nijo group also died in 1166. Their death triggered the emperor Nijo group to lose their political power. After their death, Emperor Go-shirakawa regained political power. Ultimately, Fujiwara no Motofusa was appointed as the leader of the regime.

4. Conclusions and future work

We have successfully applied the stacked graph to visualisation of aristocrat names in the Hyohanki diary. Two interaction controls are provided, i.e., filtering by names and filtering by number of occurrences. They allow the viewer to search names by prefix and to narrow the target names, respectively. Interesting trends have been found that correlate well with the corresponding historic facts.

As our future work, we plan to use data mining techniques to the diary in order to obtain structural representations other than the tabular one used in the current work. In the current version of our system, tabulated data are visualized by means of a time-line that tells us trends of aristocrats names mentioned in the diary. We believe that using data mining techniques will allow us to find new useful information, such as place names, building names, and street names, that eventually leads to different graphical representations.

Notes

1http://www.ice.ci.ritsumei.ac.jp/~ruck/IV/Hyohanki.html
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This paper by the Archimedes Palimpsest program and data managers will discuss the issues, challenges and decisions related to the integration of all images and transcriptions of the Archimedes Palimpsest in digital form. This will include discussion of the management of image and transcription data, adoption of metadata and text encoding standards and schemas, and challenges faced in integrating these data during this 10-year long program and use in follow-on efforts.

This paper will address the integration of scientific and scholarly data through the application of best practices in standardized metadata to images and XML transcriptions, and challenges encountered in applying the various imaging, identification and encoding standards. This will include discussion of the following:

1. The effective implementation of broadly accepted metadata models and data architectures;

2. Integration of integrated data standards, including Dublin Core and Text Encoding Initiative; and

3. Embedding metadata elements within the data itself for effective preservation and archiving, as well as spatial linkage of data elements.

On 22 October, 1998, the Archimedes Palimpsest was sold at auction for $2.0 million to an anonymous buyer. A multidisciplinary team of conservators, imaging scientists, scholars, and information technology professionals disbound, conserved, digitally imaged, analyzed and transcribed the 184 parchment pages for continued study. The program applied advanced spectral imaging to study the Archimedes and other significant medieval manuscripts from the 10th century that were copied over by 13th-century prayer book text. On October 29, 2008, the approximately 1 Terabyte of Archimedes Palimpsest integrated image and transcription data were released to the public for free use. Integrating the ancient Greek transcriptions of Archimedes’ mathematical texts with digital images and hosting them on the Web for a broad set of global users posed a complex set of information sharing challenges.

The Archimedes Palimpsest Digital Product required the integration of imaging, scholarly and data products. The product incorporates registered images for each leaf linked spatially to diplomatic transcriptions that scholars initially created in various nonstandard formats, with associated standardized metadata. Imaging scientists included Dr. Roger Easton Jr. from the Rochester Institute of Technology, Dr. Keith Knox from Boeing Corporation, and Dr. Bill Christens-Barry from Equipoise Imaging, and a camera provided by Stokes Imaging, supported by John R. Stokes. The imaging effort built on imaging of the Dead Sea Scrolls by a team from RIT and the British National Gallery Vasari Project, while the transcription encoding effort built on the work of the Homer Multitext Project by the Center for Hellenic Studies. With over 4,000 digital images in 12 spectral bands and 140 pages of transcriptions of the original writings in Greek of Archimedes and Hyperides, standardized metadata was critical to 1) access to and integration of images for digital processing and enhancement, 2) management of transcriptions from those images, and 3) linkage of the images with the transcriptions.

This effort produced images and transcriptions of the only copies of Archimedes treatises The Method and Stomachion; the only copy in Greek of On Floating Bodies; and copies of the Equilibrium of Planes, Spiral Lines, The Measurement of the Circle, and Sphere and Cylinder. It also discovered ten pages of text by the fourth century B.C. Attic Greek orator Hyperides; six folios from a still unidentified Neo-Platonic philosophical text that may be commentaries on Aristotle; four folios from a liturgical book; and twelve pages from two other books, the text of which has yet to be deciphered. These texts are being studied by scholars from a range of colleges and universities, including Oxford, Cambridge, Stanford, and Eötvös Loránd (Budapest) Universities. These scholars bring not only the knowledge and ability to read the sometimes almost illegible ancient Greek text and diagrams, but also significant knowledge of the science, mathematics, law and philosophy discussed in the texts. Capturing this data from a range of scholars and rendering it in a common, standardized digital format required establishment of a program specification for transcribed text.

Beginning in 2001, the Archimedes Palimpsest program
adopted established metadata standards to ensure key parameters were recorded during technical collection for use in subsequent processing and studies, including Dublin Core and Text Encoding Initiative guidelines. These standards have been further refined and adapted to address the needs of scholars, imaging scientists, conservation and preservation professionals, and information and data managers. Working with the scholars, the program developed a Transcription Integration Plan for the Archimedes Palimpsest Program that incorporated the Unicode, Dublin Core and Text Encoding Initiative Standards and Guidelines, which proved essential to the integration of the transcribed information. The selection of broadly accepted and up-to-date international consensus standards is an effort to ensure currency, increase the likelihood of long-term data viability, and provide for ample documentation to describe the bit structure of all archive components, from the core data to the supporting files. The program also developed a system architecture that was documented with archival, metadata and integration plans and implemented after extensive review and modifications.

The construction of the data set addresses the special problem of building an archive for today and the distant future. A guiding principle of the archive is the integration of data and metadata components, following principles described in the Consultative Committee for Space Data Systems (CCSDS) Reference Model for an Open Archival Information System (OAIS). Each image bears embedded identifying, spatial, scientific, format, and content metadata in its header. Each directory contains all images for a given folio side, accompanying XMP metadata files, checksum data, and spatially mapped TEI XML transcriptions for the Archimedes and Hyperides texts. Each image file or folio directory forms a self-contained unit of data and preservation information. The directory as a whole provides files that guide users to the data and document the data set and the technologies comprised in it. A simple, documented archive structure supports the discoverability and accessibility of the data.

The archive, the transcriptions, and supporting metadata are designed to support the core image data using broadly accepted standards. The key to the processing and presentation of the Archimedes image data is the registration of all the images of a single folio side to one another. These relationships are documented in and exploited by the supporting files and metadata. The project-developed Archimedes Palimpsest Metadata Standard (APMS) provides a metadata structure specifically geared to relating all images of a folio side in a single multi- or hyper-spectral data “cube.” It relates the components of this cube to the imaged object, the conditions and systems used in its imaging, the standards and techniques used to generate the digital file, and finally the standards used to document this components. Each image has embedded in it its own metadata and so may stand alone or be related to any or all of the other members of the same cube. The standard is based on the Dublin Core metadata elements and Federal Geographic Data Committee’s (FGDC) Content Standard for Digital Geospatial Metadata. The included transcriptions, written in compliance with TEI release P5, support the images and serve as a kind of metadata. For the majority, 142 of 180 folio sides, each is provided with a transcription. In those transcriptions, each line is mapped to a rectangular region of the related images. The TEI <facsimile> element and its children are used for this purpose. These digital transcriptions provide a machine-readable tool that document the content of the images. The spatial mapping allows easy mapping from transcription to image and vice versa.

The use of standardized data sets allows the hosting and integration of image and textual data, as well as data from other cultural works, across a range of services providers, libraries and cultural and educational institutions, and the separate development of graphical user interfaces (GUIs) by users as needed. Inclusion of standards as part of the data set will help ensure the data will be readily searchable, available and accessible for studies in decades to come.

Additional information on this program is available at the Archimedes Palimpsest website
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The past six years have seen a proliferation of online scholarly journals. The number of new publications added to the Directory of Open Access Journals (DOAJ), for example, has gone from a trickle of twenty-six new journals in 2002 to a torrent of five hundred ninety-eight new titles indexed in the first nine months of 2008.1 This proliferation has led to publications focusing on more specialized topics, and publishing in nations and languages traditionally underserved by Western-focused academic publishers. Despite the wide variety of emerging content, however, the technical infrastructures behind these publications remains relatively uniform. Constrained by current platform options and multimedia literacy on the part of publishers, many journals still operate akin to their print-based predecessors. By offering electronic text-driven arguments, online journals may challenge conventional models of delivering scholarly content, but do little to augment the emerging shape of digital scholarship. In short, a downloadable PDF is not that different than a scanned photocopy.

This paper examines technologies behind current open-access journals, and it evaluates how journal content, preservation, information architecture, and the review process influence and are influenced by available publishing frameworks. To do this, I survey platforms used currently in open-access scholarly publishing. I then focus on a particular journal, Southern Spaces, and its transition from hardcoded HTML to a publishing/content management system. Through this discussion, I intend to address several questions, including: Can journals impact/build scholarly communities? Can they shape and enhance a participatory culture on the scholarly level? Are existing models of peer-review unnecessarily limited by restrictive platforms? Is the text-based model of scholarly communication good enough for today’s scholar?

The paper’s survey portion examines existing models used in electronic publishing from XML schemas (like NCBI’s Journal Publishing Tag Set) to the many open-source platforms developed at digital scholarship centers and research libraries, including Open Journal Systems (OJS) and Digital Publishing System (DPubS). The Public Knowledge Project’s OJS platform facilitates the development of open-access scholarship by not only offering an infrastructure for the online presentation of articles, but also providing a management system for peer-review and general editorial workflow. A local install, ease of configuration, and submission management tools allow users to develop a technical infrastructure relatively quickly and with little need for system administrator support in the maintenance phase. The relatively uniform look of OJS journals, however, suggests little capability for extensive customization. Cornell and Penn State’s DPubS software offers more opportunities for customization through its modular architecture, as well as the potential for interoperability with Fedora and DSpace repositories. In addition, like OJS, DPubS 2.1 offers a service for peer-review management.2 While DPubS robust design allows for more unique journal instances, however, it also requires significantly more back-end management and support than OJS. This makes DPubS useful on an institutional level in a library, but the steep learning curve and technical requirements may hinder adoption among university faculty. Other systems developed in Europe—Hyperjournal, SOPS, the ePublishing Toolkit—seek to provide personal archives, workflow support, publishing networks, and cross-referencing tools, but have not yet been adopted by more than a handful of scholarly publishers.

In addition to offering a survey of platform-based publishing options, this paper examines open-source blog publishing tools and content management systems developed for commercial purposes that are also used by electronic scholarly publishers. Flow, a media studies journal, and the CodeForLib Journal, for example, uses the popular blogging platform, WordPress.3 Museum Anthropology Review used WordPress in 2007 before switching to OJS in 2008. The journal’s editors still maintain the WordPress site as supplementary weblog to MAR.4 While implemented less commonly, the content management system, Joomla, provides the platform for Boston College Law School’s Intellectual Property and Technology Forum.5 These cases address why publishers chose and sometimes abandoned non-academic platforms, and they offer insight into the possibilities and drawbacks in modifying commercial-based open-source tools.

This comparative survey illustrates the varied strengths and weaknesses of particular publishing platforms, as well as examines their influence on the final product: the published scholarship. I then turn to Southern Spaces (www.southernspaces.org), an open-access, interdisciplinary journal housed in Emory University’s Woodruff Library. My experience as an editor, media coordinator
and the Managing Editor has shown me how technological decisions influence the daily operations of journal publishing, as well as the final shape of scholarly content. This year, in particular, marks a major transition for the journal. *Southern Spaces* will undergo a substantial redesign in the coming months, transitioning from HTML pages created in Dreamweaver to a Drupal 6 platform integrated with a Fedora repository.

To determine the new information architecture for *Southern Spaces*, I conducted two surveys: one to board members and peer reviewers, the other to junior and independent scholars new to *Southern Spaces*. Based on user feedback as well as an internal we conceived a new workflow process, navigation structures, pedagogical tools, as well as several opportunities for community development within the site. The redesign, I anticipate, will allow *Southern Spaces* authors and staff to develop multimedia publications that incorporate links, video, audio, and Flash features. In addition, the process will develop interactive features that not only allow for reader feedback, but also provide a better infrastructure for citing and collecting *Southern Spaces* articles. These directions extend from *Southern Spaces’s* goals, which are likely similar to many open-access journals: offer a research tool, expand the visitor community, sustain and preserve digital content, streamline the pre-publication process, develop a learning environment for interdisciplinary scholars as well as scholars new to digital scholarship.

Choosing a publishing platform not only dramatically influences published content, but also has the potential to change the landscape of online scholarly communication. Who edits, reviews, publishes and hosts a journal influences technological decisions, but these decisions also dramatically impact what can and cannot be displayed as vetted scholarship, as well as the limits of scholarly participation in a journal’s (or a discipline’s) wider community. In this rapidly expanding landscape of online scholarship, technological change and the decisions behind this change aren’t always apparent. Yet, in order to understand how digital publishing is changing, it is key to look beyond the number of online journals to the variety of online publishing options and their impact beyond the computer screen.
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1Gavin Baker (2008). Growth of DOAJ: Steady 2003-2007, Major Spike in 2008. A Journal of Insignificant Inquiry. October 17, 2008. This study is somewhat limited as the DOAJ offers only two pieces of chronodata: date journal was started and date journal was added to the DOAJ. This study indicates when journals were added to the DOAJ, but not necessarily when became open access.

2This build was launched in June 2007, and it remains the most recent version as of November 2008. Documentation for 2.1 was last update in March 2008.

3The *CodeforLib Journal* (http://journal.code4lib.org/) currently uses WordPress 2.6.3. *Flow* uses 2.5 (for their second redesign, Flow used a WordPress skin called The Morning After, which gave the publication a magazine style; they currently use the MimboPro template, also designed for magazine style sites.) In late 2008, a DOAJ Export Plugin was developed for WordPress, allowing publishers of OA journals to provide article-level data to the DOAJ, thereby opening articles up to discovery through DOAJ’s interface.

4The *Museum Anthropology Weblog*’s “About” page explains: “While, during its first year (2007) the journal itself was published on this site, the journal is now published using Open Journal Systems by the Indiana University Bloomington Libraries.” http://museumanthropology.net/about/ (accessed 10 November 2008).
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Somebody is moving across the headlands
Talking to himself
A grey thinker.
*The Seed and the Soil* (1938)

...a road, a mile of kingdom. I am king
Of banks and stones and every blooming thing.
*[Inniskeen Road: July Evening]* (1935)

This paper presents the use of Geographical Information Systems (GIS) as a means to digitally explore authorial, literary and historical environments from a multi-sensory perspective. The production of *Patrick Kavanagh’s Poetic Wordscapes* has involved the digitization and literary mapping of historical 1902 Ordnance Survey maps of Inniskeen parish in County Monaghan, Ireland, and the townlands of Mucker and Shancoduff. This regional landscape captured in the writings of Irish poet-farmer Patrick Kavanagh (1904-1967) comprised an imaginative hinterland which he observed, inspired many of his works:

A gap in a hedge, a smooth rock surfacing a narrow lane,
a view of a woody meadow, the stream at the junction of four small fields—these are as much as a man can fully experience. As I wander slowly along the over-hanging hedge that separates my fields from the fields of John Woods my past life comes vividly alive in my imagination. Those wonderful days in a world that was only a couple of townlands and yet was eternal.¹

The GIS visualizations and interactive mappings which comprise *Patrick Kavanagh’s Poetic Wordscapes* work are the fruit of an interdisciplinary collaboration between the Digital Humanities, Historical Cartography and Geography and Irish Literary Studies. Humanist geographers have observed that ‘literature is the product of perception, or, more simply, is perception,’² and long maintained a ‘view of literature as a valuable storehouse of vivid depictions of landscapes and life.’³ Correspondingly ‘Robert Frost’s New England, Gauguin’s Tahiti, Hemingway’s Spain [...] are imaginary places in the original sense of the verb “to image.”’⁴ Kavanagh’s literary landscape of Monaghan was both imagistic and strongly rooted in a farmer’s physical relationship with the land itself. As the humanistic geographer Yi-Fu Tuan informs us:

the entry of nature is no mere metaphor. Muscles and scars bear witness to the physical intimacy of the contact. The farmer’s topophilia is compounded of this physical intimacy, or the material dependence and the fact that the land is a repository of memory and sustains hope.⁵

Landscape depictions in Kavanagh’s poetry and prose of the 1920s, 1930s and 1940s deeply reflects such a topographical sensibility. In later life Kavanagh observed: ‘To know fully even one field or one lane is a lifetime’s experience. In the world of poetic experience it is depth that counts, not width.’⁶ The vivid images of place in Kavanagh’s canon originate from the early memories he possessed of his birth place in the townland of Mucker. One established, they circle outward to encompass the fields of Shancoduff and wider drumlin landscapes beyond, like ripples extending outward upon a pond of poetic imagination. Kavanagh’s prose style is particularly suited to GIS visualization and mapping as it inherits the ‘Gaelic bardic tradition of *dinnsheanchas* (knowledge of the lore of places)’⁷ and accordingly reflects an intimate ‘geography based on *searchas*, in which there is no clear distinction between the general principles of topography or direction-finding and the intimate knowledge of particular places.’⁸ The base maps utilized in this project are based upon 1902 revisions of surveys conducted by the British Ordnance Survey, which first mapped the island of Ireland between 1824 and 1842 and produced baseline six inch to one mile maps (1:10,560) charting the locations of structures, townlands, fields, roads, streams, as well as Anglicizing Gaelic place names. Whilst topographically accurate, the first ordnance survey in the nineteenth century was a political project of empire and its intent was to create a scale of appraisal, which would establish the basis for Griffith’s Valuation of land and property. The 1902 revision maps digitized to visualize the landscapes depicted in Kavanagh’s prose are linked to the basic topographical divisions of the 1901 and 1911 censuses: county; district electoral division; townland or street. Original household returns, signed by heads of households, provide a window on the social-economic features of the landscape through three statistical returns, dealing with religious denominations, classification of buildings, and out-offices and farm-steadings. Such an approach has been utilized by Woods and Shelton (1997) in their investigation of the geographical patterns of mortality rates in nineteenth century England and Wales.⁹ The mapping revisions published in 1902 and joined with databases containing
data from the 1901 and 1911 censuses are commensurate and reflective of boundaries and topographical features described by Kavanagh’s account of the social landscape in the first two and half decades of the twentieth century. Utilizing overlaying techniques, these attributes in a GIS system have been geo-coded to features such as boundary lines and structural points, to reconstruct the historical dimensions of particular periods and locations upon the visualized landscape. Digitized maps for Kavanagh’s Wordscapes were ‘rubbersheeted’ and draped over a digital terrain model (DEM) created from contemporary geological survey satellite images of the region. Such an approach in digital mapping recreates the poet’s visual perspective and movements over a rural drumlin landscape. Selections from Kavanagh’s poetry and prose have been geocoded in real-time, through GPS technology in text and audio from point to point of inspiration and provide a 3D model, which recreates his poetic performance through space, as he farmed his fields, walked the winding roads of his townland, and participated in the day-to-day life of his Parish of Inniskeen. A similar technique allowed Harris (200) to employ moving imagery to research the loci of ‘sacred space’ associated with ancient native American burial grounds in Moundsville, West Virginia. The digital interactive maps comprising Kavanagh’s Wordscapes are but one element of an online literary geography which explores the intrinsic relationship between Irish literature and place during the first half of the twentieth century, and are currently being employed in an ongoing digital humanities project, entitled A Digital Literary Atlas of Ireland, 1922-1949 to visualize the historic, imaginative and literary landscapes of a selection of Irish authors, by integrating their performances as writers in time and space, with the narratological maps provided by their texts. Though many web based portals in the digital humanities consist of online databases, directories, or repositories of scanned text, based portals in the digital humanities consist of online logical maps provided by their texts. Though many web based portals in the digital humanities consist of online databases, directories, or repositories of scanned text, the project’s nexus between Irish Studies and Historical GIS is thematically different and methodologically a strong one, because GIS’s ability to visualize and store attribute, spatial and temporal information, allows the integration of visual, textual and numerical data related to Irish Studies within a spatial frame of reference. This project provides a means for users to visualize the unique relationship between writers, their works and the influence of place, history and culture upon Ireland’s literary production in the early twentieth century. The project question being posed, presented and facilitated by GIS is to undercover through the aegis of writers, their locales and their works the heterogeneous nature of Irish identity and its relation to place during the early twentieth century. As Irish poet and Nobel prize winner Seamus Heaney has observed:

The usual assumption, when we speak of writers and place, is that the writer stands in some directly expressive or interpretative relationship to the milieu. He or she becomes a voice of the spirit of the region. The writing is infused with the atmosphere, physical and emotional, or a certain landscape or seascape, and while the writer’s immediate purpose may not have any direct bearing upon the regional or national background, the background is sensed as a distinctive element in the work. Each selected writer’s regional landscape offers a window into the plurality of Irish culture, whether or not this was reflected politically during the period in question. The underlying aim of the project is to provide a re-examination of disciplinary conventions and orthodoxies, provoke research questions and foster public and academic discourse.

Notes


An increased spatial emphasis is a recent development in the field of Irish Studies and conversely, historians and other researchers in the humanities have begun to incorporate the visual and analytical technology provided by GIS in their studies. In regards to Irish Studies, Patrick Duffy’s *Exploring the History and Heritage of Irish Landscapes* (Four Courts Press: 2007) surveys in part how literary and artistic representations of the environment can provide insights into ‘imagined worlds of the past.’ Tim Robinson’s *Connemara: Listening to the Wind* (Penguin Ireland: 2006) explores environmental, cultural and historical dimensions of this Atlantic county by conducting a series of hermeneutic readings of natural and human history within the context of contemplative fieldwork. Andrew Kincaid’s *Postcolonial Dublin: Imperial Legacies and the Built Environment* (University of Minnesota Press: 2006) investigates the relationship between ideology and material culture in the development of twentieth century Irish social and political identity, and Liam Kennedy, Paul S. Ell, E.M. Crawford and L.A. Clarkson’s *Mapping The Great Irish Famine: A Survey of the Famine Decades* (Dublin Four Courts Press: 1999) incorporates Historical GIS to analyze and visualize various social landscapes of Ireland during the Famine years of the nineteenth century. The latter title is emblematic of the emerging field of Historical GIS which incorporates the study of history and culture within a spatial perspective. Major research projects in this growing field are illustrated by online portals such as the *The Salem Witch Trials Archive* and *The Valley of the Shadow Project* hosted by the University of Virginia’s Center for Digital History, *The China Historical GIS* hosted by the Center for Geographic Analysis at Harvard University, *The Historical Atlas of Canada Online Learning Project* hosted by the Department of Geography at the University of Toronto, and the *Great Britain Historical GIS* hosted by the Department of Geography at Portsmouth University. These projects serve as interactive online portals, which can be accessed by interested scholars, educators and the general public.

Seamus Heaney, the *Place of Writing* (Atlanta, Georgia: Scholars Press, 1989) pgs. 20-21.
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**Introduction**

In previous articles and panels, the authors of this paper have argued that human/textual interaction is an essential missing aspect of the electronic book reading experience. In order to fulfill the needs of the bibliophile, for whom the touch, feel, portability, and engagement with the paper book is part of the pleasure of reading, the electronic book needs to be a tactile, multiplatform device (Ruecker & Uszkalo 2007, 2008). Our investigation led us to look at the user interface of current single platform electronic reading technologies such as the Sony PRS 505 and Kindle and the more multifaceted iLiad v2 reader/writer. We argued that e-paper makes these devices more user-friendly and offers the potential for a lower environmental footprint than paper books (de Grancy 2008), but noted that their lack of positive form, function, and feel when coupled with their proprietary software and the cost of e-books remained major stumbling blocks to the overall adoption of electronic reading devices (Sotong 2008, Milliot 2008a, 2008b). We concluded that the numerous multifunction platforms used for electronic reading, such as computer screens, phones, and iPods will keep a single-function electronic book reader as a specialty item.

In this phase, we turn our attention to a fuller consideration of one of those platforms: Google Books. Since Google Books has digitized and displays copyright material, it provides the user with incomplete views of the text. Our research question asks how does the underlying structure of Google Books’ display of snippets, incom-
plete chapters, and limited views of text affect how the digitally efficacious student navigates through these documents and how does it affect her reading and research experience, comprehension, and synthesis of material?

The academic library’s widespread adoption of digital resources has created the need to reconsider how students are conducting research. Undertaking university-level research assignments has always been a frustrating skill to acquire for new students. Current critical consensus suggests the necessity of teaching specific independent research strategies to university students to help them navigate and synthesize the massive amount of resources available to them (Holz et al., 2008, Femster & Gray 2008, Polack-Wahl & Anewalt 2006). In ebrary’s Global Student E-book Survey, released June 2008, students ranked e-books equivalent with their print counterparts as “trustworthy” and acknowledged their use in research assignments. Research using electronic documents provides the opportunity to negotiate broad spans of text; Lui (2005) argues that “screen-based reading behavior is characterized by more time spent on browsing and scanning, keyword spotting, one-time reading, non-linear reading, and reading more selectively, while less time is spent on in-depth reading, and concentrated reading.” In terms of conducting academic research, students can sift through information and collect numerous snippets of information. Many students are already used to engaging with multiple internet applications like audio and video streams, instant messaging, and file sharing to access information inside and outside the educational setting (McGreal & Elliot 2004). Likewise, they use functions like Twitter, texting, FaceBook, RSS feeds, keyword searches and indices to find and absorb small fragments of information in meaningful ways. The challenge emerges in synthesizing these snippets of information outside of their original context. However skilled the student might be in amassing information, the information they gather using Google Books often lacks context within the larger work. The student must synthesize the snippets into their own linear arguments without having read or followed the complete arguments in the texts they are mining for quotes. Eshet-Alakali argues that to create “original academic work with the aid of digital techniques for text reproduction, requires scholars to master a special type of literacy” (98). They call this reproduction literacy, which is “the ability to create a meaningful, authentic, and creative work or interpretation, by integrating existing independent pieces of information,” which is a learned skill (98).

Although researchers have yet to see empirical evidence that students can translate reproduction literacy into successful academic argumentation, the students perceive they can. As such, the movement towards using Google Books’ limited previews to quickly search specific ideas across texts not otherwise on hand appears to be a logical extension of existing information finding practices, acting as a center point between authoritative text and quick nonlinear thinking and research strategies. Students are trained to see books as an authoritative source, and they translate the affordance of the printed book in terms of St. Amant’s relationships or properties of relationships and perceived properties into their interaction with Google Books as part of a continued, trusted relationship (1998). In terms of internet efficacy (Eastin & LaRose, 2000), and the positive affordances of online learning (Anderson 2004), the dynamic and fragmentary interaction provided by Google Books’ platform seems familiar and would not be seen as detrimental to this group of users. However, users may consider just how much their textual interaction is being controlled and delineated by Google Books and how those limitations affect knowledge gathering and comprehension.

The Canadian Association of Research Libraries Copyright Committee argued in their recent survey, “Task Group on E-Books” that there “is a danger that research libraries are adding e-books to their collections using agreements that significantly reduce users’ rights” including textual access and reproduction. Issues of copyright are what create different experiences for readers – providing whole texts or stripping access down to sound bites. According to Google Book Search help, for books which are under copyright, and are not part of their partner programs, users are only able to see “basic information about the book, similar to a card catalog, and, in some cases, a few “snippets” of “sentences of [their] search terms in context.” These keyword results allow students to feel critical engagement with texts, providing a singular index across an otherwise flat and non-transferable platform. In this way information is displayed in vastly different amounts, dependant on copyright. On some occasions lines of text appear as little scraps of digital paper, or “snippets”; on other occasions, previews allow readers to view a certain number of pages, or read a random sequence of pages at a time, often missing a few pages in between.

Google Books essentially operates under a shroud of secrecy, despite partnerships with numerous universities such Cornell and Columbia, providing no practical information about its underlying code. Despite this, there a few things we can assume about its digital creation process based on common digitization techniques. It is likely that, as part of the Google Books digitization process, two things are created: the scanned image, which is displayed to the user, and an XML-encoded text file
generated by an OCR (Optical Code Recognition) application, which is not seen. This XML-encoded text file contains all of the words in the document, but also stores positional information for each word (where each word appears physically on the page, including its height and width). When users search in Google Books, they are not searching the scanned image, but rather, are searching the XML-encoded text file. Google Books then combines the scanned image with the positional information in the XML-encoded text file, and fakes the text highlighting by drawing a transparent yellow box over the word in the scanned image.

Textual engagement in Google Books is therefore radically altered when the display truncates and limits the amount of text a reader can access. The text is at the same time both dynamic and static, neither simply file nor page, and the reader is neither simply a researcher nor a casual reader. Text display and reader interaction remain in flux, dependent on how the text is being displayed and how much the reader can view and search. The reader might find her experience as constructed in small glimpses, large text chunks, or whole chapters, but cannot know how the text will be displayed until she loads it. Likewise, she cannot know when a blank page will remove part of the text and if subsequent pages will appear. However, the successful keyword hit across an otherwise blanked out book is seen to represent a successful, albeit fragmentary and miniaturized, search.

Conclusions
Digitally savvy university students have begun to use Google Books as a research tool. Although this platform provides fragmentary keyword searches and limited previews of text blocks, which radically alter the user’s reading experience, anecdotal evidence suggests students who are sufficiently familiar with short text display communication feel they get enough information from the limited preview to use these texts as sources for research. Although Google Books’ textual display has the potential to radically unsettle the reading experience it appears as sufficient for entry-level engagement with students who still see these displays as offering the authority of the book and the ease of use of the electronic text. More investigation of the way in which the Google Books’ display facilitates research interactions among university students is needed.
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Introduction
Van Dalen-Oskam and van Zundert (2007) applied the lexical richness measures Yule’s K and Burrows’s Delta in an authorship attribution study on the Middle Dutch Romance of Walewein, which we know was written by two authors. The researchers used a walking window to find where the second author took over from the first author. The change of authors could be seen in the graphs for Delta for three strata of high-frequency words (1-50, 51-100, 101-150); it showed the best in frequency stratum 101-150. In the highest frequency stratum, however, the break between the two scribes responsible for the manuscript of the text (this break occurred much earlier in the text than the author break) was even clearer.

Following up on this research, the researchers looked into the distribution of parts of speech in the above-mentioned frequency strata (van Dalen-Oskam & van Zundert 2008). When they examined the strata, starting with the highest frequency words (1-50) and going on to frequency stratum 101-150, they found an increasing percentage for the categories ‘noun’ and ‘verb’, and a decreasing percentage for ‘pronoun’ and ‘preposition’. This may imply that in the area in which this text showed the clearest difference between scribes (i.e. frequencies 1-50), part of the uniqueness of these scribes lies in their idiosyncratic use (as to frequencies) of pronouns and prepositions. In the area in which Walewein showed the clearest difference between authors (frequencies 101-150), part of the uniqueness of the authors lies in their idiosyncratic frequencies of nouns and verbs. In other words: the scribes seem to differ especially in the frequencies of function words, whereas the authors seem to differ especially in the frequencies of content words.

Research questions
Authorship attribution for medieval texts before the age of printing is hampered by several practical problems. First, we often do not know a text’s author. However, even when the author is known, almost always his or
her original text has not come down to us. All that remain are copies of the text, or copies of copies of copies, which are usually difficult to position in a trustworthy family tree (stemma) of the manuscripts. Thus, we do not have the text of the original author, but only texts resulting from manual copying by scribes – persons who made a copy of a text for their own use or for the use of others (who may or may not have paid for these copies and perhaps had special wishes for their copies). We know that scribes made mistakes, and that they changed spellings and wording according to what they thought fit for their audience. And we know that they sometimes reworked the text or parts thereof. In most cases, however, the original text is clearly recognizable. But when a text shows very many changes, scholars start describing these copies as adaptations, and consider them a new text rather than a copy, and see the scribe not as a copyist but as an author in his or her own right. Thus, the question is: how many changes are needed to call a text not a copy but a new text? All in all, the extent of the influence a scribe had on the text he or she copied has been insufficiently studied.

The Walewein results led to new research questions. The first was whether we could confirm the findings in a larger set of texts. If scribes do indeed differ as regards how frequently they use certain parts of speech, from the attribution point of view we could ask whether it may be possible to distinguish scribes from each other. From a literary and philological point of view, we may expect a clearer answer to the question in what ways scribes differed from authors (if they did differ, that is). And from a methodological standpoint, we would want to know which measures yield the best results.

Corpus and method

Not many Middle Dutch texts are available in a substantial number of copies. We chose a work by the Flemish author Jacob van Maerlant: the Rijmbijbel (‘Rhyming Bible’), which is a translation/adaptation of the Medieval Latin Historia scholastica written by Petrus Comestor. Van Maerlant finished this work in 1271, and many fragments and fifteen manuscripts (though not all containing all parts of the text) are handed down to us, dating from ca. 1285 to the end of the fifteenth century. One of these manuscripts is available in a good edition; it is also digitally available lemmatized and tagged for parts of speech. Transcriptions of the other manuscripts had to be made for this research. Because of the length of the texts (almost 35,000 lines), we had to work with samples. We chose 5 samples of 200-240 lines from different parts of the text, and transcribed the parallel texts (if available) from all 15 manuscripts, lemmatized the samples and tagged them for parts of speech. The manuscripts are indicated by the letters A, B, C, D, E, F, G, H, I, J, K, L, M, N and O. We approached the samples as ‘bags of words’ and decided to compare these bags of words as regards vocabulary (number of unique types and tokens) and frequencies of parts of speech. We differentiated between ten parts of speech:

00 noun (content word)
02 proper name (content word)
10 adjective
20 main verb (content word)
21 copula / auxiliary verb
30 numeral
4* pronouns
   40 personal pronoun
   41 demonstrative pronoun
   42 relative pronoun
   43 interrogative pronoun
   44 indefinite pronoun
   45 possessive pronoun
50 adverb
70 preposition
8* conjunction
   80 coordinating conjunction
   81 subordinating conjunction
   82 comparative conjunction

For each part of speech, in each sample we measured the absolute frequency, the relative frequency, the average of the fifteen samples, the standard deviation, the z-score and the ranking of the manuscript in comparison with the other fourteen manuscripts.

Example

To give an impression of the material, the second line of the ‘Judith’ episode in all fifteen manuscripts is presented below. Judith was ‘van liue wijf van herten man’ (‘as to her body (a) woman, as to her heart (a) man’):

A Van liue wijf van herten man
B van liue wijf van herten man
C Van liue wijf van herten man.
D Van liue wijf van herten man
E van liue wijf van herten man
F Van liue wijf van herten man
G Van liue wijf, van herten man...
H Van lyue een wijf van herte een man
Manuscript H has two indefinite pronouns, something that none of the other manuscripts has. Manuscript I has a different order in the first noun phrase. The differences in manuscript H will have an influence on word counts and the frequencies of parts of speech, while the difference in manuscript I will not show up in these counts. The differences among the manuscripts for this line are small. Many other lines show more, and more complex differences.

Results
Reading through all fifteen Judith episodes, we find that two of the manuscripts show remarkable differences compared to the other thirteen. These manuscripts are also the odd ones out in the statistical results. Figure 1 presents the results for the nouns (excluding names). The horizontal axis is the mean of the frequency of nouns in all fifteen Judith episodes. The vertical axis gives the z-scores: the higher a manuscript is located on the graph, the more significant the deviation from the mean. Everything above z-score 1 may be statistically significant. Manuscript I clearly deviates from all the others as to the frequency of nouns. Other parts of speech yield different results (cf. figure 2).

In the mean of all codes in figure 3, only E and I are above z-score 1. All other manuscripts are below this line. They do, however, show some variation, and from the point of view of the scholar, this variation is interesting. An evaluation of all results for the different parts of speech shows that adjectives differ the most and nouns differ the least. Only manuscript I shows a significant deviation in the frequency of the nouns. Other parts of speech that often differ are pronouns, adverbs and – to a lesser degree – auxiliary verbs/copula. Names, main verbs and conjunctions show more differentiation than the nouns excluding names, but not much. These results seem to confirm that in copying a text, scribes could indeed ‘manoeuvre’ in the area of function words (adverbs, adjectives, etc.), but may have been kept in check as to content words (nouns, names, main verbs). The only manuscript that deviates wildly in the frequency of
nouns (i.e. manuscript I) is special. Reading the text, it is immediately clear to the researcher that, at least in the episode about Judith, it is a very free adaptation of the text. In this episode, the scribe clearly has to be seen as an author.

**Fig. 3**

Our paper will present a comparison with the other samples from the same text. This comparison will show that it is unlikely that we will be able to distinguish scribes with this method – although, as stated, we can clearly spot an ‘author’ between the scribes. We hope to apply some other measures to the corpus, for example type-token ratio, Yule’s K and Burrows’s Delta.

**Conclusions**

The analysis and comparison of the vocabulary of copies of the same text seems to be a promising way to gain more insight into the range of freedoms that scribes were allowed. Of course, both more tests and a much larger corpus are needed. A comparison with other languages would also be interesting. The results of this empirical approach will promote, for example, the development of new tools or the fine-tuning of existing tools for scribal measurements (e.g. Spencer & Howe 2001, 2002).
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Argument  
Although one might question the value of collecting and preserving artefacts for all elements surrounding a dance, the preservation of dance as a digitised performance text can become a basis for research that address the issues of describing and analyzing the performance event, while it also enables creativity which in turn further supports research.

Premise  
At DH 2008 Susan L. Wiesner and Jama Coartney presented their work on the ARTeFACT project, and posited the previous argument, which resulted in a suggestion (challenge?) to create a work based on the data. As ARTeFACT is a multi-layered, iterative project involving the contributions of many, the suggested choreography had already been planned as a project step. It is the continued work on this project in both the capture and preservation of movement-driven data (generated from one dance work) and subsequent choreography based on that data that is the focus of this suggested panel/performance.

Method  
As noted in 2008, the ARTeFACT Project Alpha included teams of students asked to design and build an orthotic device that, when worn, causes the wearer to emulate the challenges of walking with a physical disability. In lieu of a final exam, the students produced a performance during which members of each group wore their devices and moved through the space according to ‘choreography’ set by their peers. Two cameras preserved the performance itself.

Inspired by the concept of the devices, a choreographer used the collection of artefacts from the engineering students’ course-work to develop a dance work, For Natalie, which became ARTeFACT Project Beta. In addition to her study of the digital artefacts generated by the engineering class students, the choreographer used the devices themselves (actually wearing them to choreograph). This forced her to work within the limitations of the devices, inhibiting her level of abstraction, thus causing her to choose movement similar to those of the students, especially in the case of the Ricketts device.

Using Rudolph Laban’s Effort/Shape concepts, she also analysed her choreography to create a more cohesive movement vocabulary. Her work was preserved through still photographs, two static and mobile video cameras, and motion capture devices (wiimotes). These wiimotes were placed on the dancers’ bodies, and data signals were captured using an interactive authoring program, Max MSP/Jitter. The resultant data, 57,326 samples with 229,304 descriptive elements, was exported as plain text and can be viewed in a custom playback engine or any application that reads plain text files.
Data samples generated by sensor on left calf (from movement abstraction)

From the data, a third work, *For Always*, is being choreographed (completion date December 2008) using Laban’s Eukinetcs (Effort/Shape) theories. The same preservation techniques will be used against this work in order to find the traces between movement (through established methods of movement analysis such as Laban and Adshead’s qualitative approaches) and quantitative analysis of the data samples including the relative placement of the capture devices.

**Conclusion**

The panel/performance proposed herein considers the processes of iterative choreography and the inclusion of digital technologies into the choreographic process, the performance event, and the preservation of both. It will also discuss the possibilities generated by technologies themselves (towards methods of controlled vocabularies based on movement and/or automated, feature-based tagging). The discussion will culminate in a multi-media dance performance, and an ‘after-performance’ workshop and Q/A. Thus it is requested that the panel/performance be scheduled for at least 90-minute slot. The panel includes: Jama Coartney, Head of the Digital Media Lab at UVA (originator of the project, who will speak to the technologies and data comparisons); Rommie Stalnaker, Project Beta choreographer (to present her choreographic processes and movement analysis), and Susan L. Wiesner, Project Gamma choreographer (to offer a theoretical analysis of the traces and her choreographic processes).

**Sample Bibliography**


**Note**

‘Effort is “how the body concentrates its exertion” (Dell 1977, 10). The elements of Effort are: “direct and indirect, light and strong, quick and sustained, free and bound” (Ibid.). Shape is “how the body forms itself in space” (Dell 1977, 42). Its elements are: “spreading and enclosing, rising and sinking, growing and shrinking, advancing and retreating”, as well as movement that goes “sideward out and sideward across, upward and downward, growing and shrinking, forward and backward”. Laban’s explanation of Shape not only describes movements within the body (the personal Kinesphere), but can also be used to describe movement that traverses the stage space (pathways).
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The problem of periodization has long occupied literary studies. Our ability to distinguish the cultural and aesthetic production of one era from that of another is a basic assumption of our historicizing critical method. Moreover, there exists a broad consensus concerning the general arc of literary history and its major moments. As a practical matter, however, we often find such periods to be both less mutually distinct and less internally uniform than we have been lead to believe. When, for instance, does modernism begin and end? And what, exactly, do Proust, Joyce, Woolf, and Hemingway have in common, to say nothing of mass-market detective and shopgirl fiction from the same era?

Such uncertainty is neither insurmountable nor even especially problematic, but it does emphasize the centrality and the limitations of both close reading and theorization as the working methods of literary study. Because we can read only a finite (and quite small) number of texts, the specific texts that we do manage to read will have a disproportionate influence on our understanding of the larger field of cultural production we understand them to represent. Theorization is then frequently dedicated to working back out or up from this restricted corpus of widely read material to the larger set social and economic arrangements that must have been in place so that work of just such a type could have been produced.

There’s nothing wrong with this approach, but it would be useful to have relative measures of the extent to which the periods and associated genres we now commonly identify in literary history apply to the full field of literary production over the last several centuries. That is, we would like to be able to answer questions about the coherence of literary periods and genres, their internal variation, their distinction from one another, the sharpness of the breaks between them, and the mechanics of the transitions between them, and we would like to be able to do all this with reference not just to a restricted corpus or canon, but to the broadest possible survey of texts. We would also like to know whether or not there exist discernibly coherent periods, genres, or geographic regions that we have not yet identified, or if our current historical/geographic/generic boundaries are the best possible ones.

The work presented in this paper describes the early steps and initial results of a long-term project designed to address these issues. Building on insights and tools pioneered in corpus linguistics (see especially the work of Mark Davies at BYU), but aiming squarely at questions of literary history and theory, this work begins with the construction of a significant corpus of public-domain literary texts spanning the sixteenth to twentieth centuries from the Gutenberg archive. Gutenberg, of course, is not a typical scholarly resource, but it has the advantage of being large and unencumbered by intellectual property restrictions; one of the intermediate products of the work presented here is an evaluation of its relative merits and suitability in comparison to the smaller but fully curated Wright American fiction and Chadwyck-Healy nineteenth-century fiction collections from the MONK Project. The paper describes the techniques used to construct and to characterize this corpus, as well as the quantitative results of this analysis. It is thus the first full, computationally assisted description and evaluation of the Gutenberg English-language fiction holdings as a resource for digital literary studies.

The paper also advances a set of conclusions based on these results and in dialogue with existing theoretical work on literary-cultural periodization. There is reason to believe that the comparatively brief periods of rapid change between more stable literary eras should be marked by increased incidence of allegorical and tropological language use (this fact of course superimposed on long-term baseline changes in, for example, metaphor generally). Although it is as yet difficult to measure such features directly (but see interestingly related attempts such as Pasanek and Sculley, “Mining millions of metaphors,” LLC 23 [2008]: 345-60; Bei Yu’s 2006 dissertation on literary text mining; and Matthew Jockers and Franco Moretti’s as-yet unpublished work on automatic genre classification), the present analysis suggests that texts drawn from such transitional periods are relatively poor in adjectives and adverbs, a fact that may correspond to their increased reliance on tropes (the expressive ability of which is diminished by increased specificity). By examining the historical variations of such features, we may begin to reshape our understanding of periodization and its mechanisms.
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Introduction

The personal archives of scholars and other eminent people have long been kept in repositories such as the British Library, and include correspondence, notebooks, drafts of published papers, photographs etc. Needless to say, in recent years these collections have become ever more ‘digital’, as individuals are capturing and storing increasing amounts of digital information about or for themselves, including documents, portfolios of work, digital images, blogs, personal web pages and audio and video recordings (Summers & John 2001; Beagrie, 2005; John, 2005; Thomas & Martin, 2006). Not only the media and formats but also the contents of works created by individuals are changing. For example in the history of science, laboratory and field notebooks are changing drastically as research councils move towards supporting more standardised forms of recording e-science. We need to understand and address these issues now if future historians, biographers and curators who will be entrusted with the personal collections of eminent people that will be left to them in future. We are seeking to clarify our understanding of an enormously complex and changing environment, engage with major issues, and evaluate radical new practices and tools that could assist curators in the future.

The initial phase of the project is complete, and will form the backdrop to the presentation. For this, we used in-depth interviews to explore the views, practices and experiences of a number of eminent individuals in the fields of politics, the arts and the sciences, plus an equal number of young or mid-career professional practitioners whose works and personal archives may be of interest to future scholars. Questions covered the history of the interviewee’s experience with computers and ICT, training undertaken, manipulating files, backing up and transfer, collaborative work, extent and nature of any digital archive and the motivation behind decisions to keep or discard documents. Attitudes and perceptions of digital artifacts generally were also elicited.

This phase of the research (the preliminary findings of which have been reported by Williams et al, 2008) elicited a fascinating variety of experiences, behaviours and approaches, ranging from the poet who ignores word processing, electing instead to write all his drafts by hand, only committing the very final copy to a computer, to the geologist who forwards emails to himself so that the subject line can be changed, to the politician who has not digitised his audio diary but has it catalogued and cross-referenced online. Overall, the breadth of disciplines, backgrounds, ages and experiences of the individuals interviewed gave such contrasting and varied accounts that it is almost impossible to generalise find-
ings. One thing is already very clear, however. The rise of Web 2.0 and document/data sharing and distribution over the internet has lead to large parts of individuals’ digital assets (photographs, blog entries, even email archives) being hosted by servers geographically remote and with no guarantee of permanence by the service provider – creating immense problems for future curation and access. The amount of poorly named and inconsistently stored draft documents – sometimes with a ‘final’ version being lost in the digital ocean of one’s ‘C.’ Drive will be another challenge.

Two surveys were undertaken, both online, developed from the issues raised and responses given in the qualitative phase of the research. One was to the general public, and the other to a sample of academics from both the humanities and sciences. We wished to explore differences in the online behaviours of different demographic and other groupings. It may be, for example, that scientists behave quite differently, in terms of their creation and management of their digital assets from humanities scholars; or that novice computer users operate in a fundamentally different way from experts. Initial analysis suggests, for example, that back-up and retrieval behaviour is different between genders. The presentation will integrate qualitative and quantitative findings from rigorous and sophisticated statistical analyses facilitated by SPSS software (quantitative) and from HyperResearch, (qualitative). This will provide an initial though deep and comprehensive examination of digital information behaviour.

**Conclusion**

It need only be said in conclusion, as the presentation will present findings from work presently in progress, that the way different people and groupings perceive, manipulate and store digital media has wide ranging implications for creative or scholarly activity, for the design and functionality of future software applications, and for the capture and care of personal digital archives by repositories and their future access by humanities scholars and others. The presentation should be of wide appeal to a ‘digital humanities’ audience.
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Rapid production, dissemination and consumption of knowledge made possible in our digital culture is often accompanied by atomization of information. Once digitized, bits of information can easily be presented in a de-contextualized manner. This is both good and bad: any given datum lends itself more explicitly to being used in different, perhaps unexpected contexts; but without an originating context that is at least as widely known as the datum itself, it is difficult to find in the first place.

In his *Everything is Miscellaneous: The Power of the New Digital Disorder* (2007), David Weinberger has presented three orders – levels – of ordering. First order he likened to arranging books on a shelf, working with the objects themselves. Second order is creating a card catalog for the books – making objects to represent other objects, where each representative object refers to one and only one primary object (but the reverse doesn’t hold: a book can have several catalog cards, filed by different criteria).

Third order does not presume an object to exist in only one place at a time. “The problems with the first two orders of order go back to the fact that they arrange atoms,” Weinberger writes. “But now we have bits. […] The third order removes the limitations we’ve assumed were inevitable in how we organize information.”

This breakdown of “degrees of separation” between the things being ordered and the entities that order them is hardly new. In the 13th century, Bonaventure presented three possible “positions of thought”: *extra se* (the mind views an outside object), *intra se* (a reflectio, or a ‘thought about [an achieved] thought’) and *supra se* (where we examine the principles behind our own classification and organization of observed knowledge). [Itn- erarium 1, 4 and *Reductio* 10-12] Bonaventure merely systematized the tripartite structure of theology (sensible, symbolic and speculative) that he had inherited from such philosophers and theologians as Plotinus, Augustine, and pseudo-Dionysius.

The compelling common aspect of the third order of order, the *supra se* position of thought and the Absolute Idea, is recombination, re-iteration, a multiple contextualization of knowledge. Libraries have traditionally dwelt in the second order of order. At Boston University we have been playing with the notion of a library serving as a locus for third-order processes. This paper is a speculative discussion: we are re-conceiving library spaces as workshop-oriented, and collection development as a third-order activity based on the mash-up principle. We imagine the library as responsible for three spaces – physical, virtual and programmatic. This refashioned, multifaceted institution is an entity that not only enables research but engenders and even generates new knowledge by way of a new physical and conceptual structure.

Programmatic Space

Faculty members have expressed the desire for community in many places and contexts. What exactly do they mean, and is this something to which the library can respond? How do we create a physical community space for faculty in a large institution? How do we get people to engage with us and each other online?

Both the physical and the virtual spaces of the library, discussed below, are necessarily informed by a programmatic space – the conceptual framework within which we implement the plan to refashion the library. This includes both articulating goals (library as a space where new knowledge is generated) and experimenting with tools that may help us achieve those goals (user tagging for online catalog items). By imagining an environment that encourages direct interaction, and then suggesting starting discussion topics, we employ conversation theory (knowledge is created, and meanings agreed upon, in conversation) to refashion the library as a place that enables process as well as content.

Definitions and classifications have historically been created by field experts, who generally work within disciplinary boundaries, using disciplinary methods. Collaborative knowledge-gathering technologies allow definitions and structures to emerge from the materials themselves, potentially without regard to their prior classification(s). This emergent knowledge, created within programmatic space, informs the way in which reconceptualizing the virtual space will translate into transforming the library’s physical space.
Physical / Virtual Space
We put practical considerations such as funding aside for the moment: before proposing a capital renovation project to the university, we must have a clear idea of what we are trying to accomplish.

Most library users associate the library’s physical space with silent study. With clever layout planning — perhaps re-shuffling stacks to de-emphasize them and minimize sound movement — a library can accommodate multiple spaces for quiet group discussion in addition to carrels. Round tables are provided, with computers and large-screen monitors for collaborative viewing and discussion of online resources. The library becomes a constant low-grade workshop space that makes both physical and virtual materials equitably available.

We are currently creating two topical online resources, which follow from our relatively new understanding of the library itself as a pedagogical tool. Our History of Missiology site [1] aims to present an extensive and unique collection of letters, journals, biographies, travel descriptions, and books written by and about protestant missionaries. These materials will be of use both to theologians and to social scientists, as they constitute the earliest anthropological records of several cultures.

We are also gathering resources about the Personalism school of thought, which flourished at BU in the early 20th century. It has played an important role in the development of philosophical theology, but its implications are far-reaching in their interdisciplinarity. Personalism has not been adequately studied, and connections between it and later philosophical thought have not been explicitly drawn. By providing primary materials and tools for discussion, we again hope to facilitate emergent knowledge.

Collection Development and Cataloging
Approaching collection development as a third-order activity, we consider the number of books on shelves one, but not the sole, determining factor of the strength of a collection. Programmatic restructuring of the library’s physical and virtual spaces is aimed at gathering interdisciplinary groups, which in turn will ideally participate in collection development along with library staff. As knowledge can be built up, mapped, by free (informed) association, so library collections can be developed in a similar way.

Thus, a series of meetings dedicated to the revival of Personalism may attract theologians, philosophers, historians and sociologists. Each scholar will bring knowledge of different relevant resources to the table, and in the course of discussion draw out a coherent and comprehensive body of knowledge that the community believes to be essential to its work. This is new in that we aim to gather people in the library, both as a physical space and as a concept within the larger structure of a research institution, in a purposeful and sustained way. Through this process we would create a more participatory and connected relationship both between researchers across their disciplinary boundaries, and between the library and their respective research programs.

In the past few decades, with the advent of electronic cataloging, libraries have been slowly moving towards the third order of order. For the most part libraries still catalog physical objects; it is only very recently that we have been able to begin digitizing those objects, and have had to face the existence of born-digital artifacts also in need of cataloging. Momentum is difficult to influence: even with digital objects, libraries fall into patterns of cataloging typical of physical artifacts. Developing referral systems, social tagging, etc. will be required for an accurate representation of these complex and structurally novel entities.

Moving Forward: Assessment and Implementation
In order for the project of refashioning the research process to succeed, a crucial component is an outreach coordinator who is also a scholar in the field. This would be a person who rallies the researcher troops and continually spurs conversation. Without such a constant external stimulus, and with so many other demands on their time and attention, researchers are less likely to participate in – or initiate – discussion.

This sort of rallying can and should be institutionalized. With a dedicated driving force behind them, brown-bag seminars, lecture/presentation series and discussion lists can be a thriving ground for exploring ideas. Such efforts have so far been led by dedicated individuals (for example, Willard McCarty in his stewardship of the Humanist discussion list) and often at digital humanities centers (the MITH Digital Dialogues, the Computers in the Humanities Users Group at Brown, the Seminar in Humanities Computing at the Centre for Computing in the Humanities in King’s College London, and many others). The library as an institution is well positioned to join in as a venue for scholarly communication, given adequate staffing and support.

How to actually accomplish all of these things? We will present the challenges we have faced thus far, and our approach to overcoming those challenges during the cur-
rent academic year, by addressing several recommendations from the final report of the ACLS Commission on Cyberinfrastructure, released in 2006.
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'I felt that I should be able to get the computer to sound good more or less on its own, so that someone listening to it says, “Who is that playing?” But if you get “What’s that?” instead, you have to go back to the drawing board.’

(Lewis, 2000)

Abstract

Digital information technologies are increasingly being adopted in the humanities as both research tools and supports for new forms of cultural expression. Some of these digital technologies, in particular artificial intelligence (AI) programs, exhibit complex behaviors usually seen as the territory of intentional human phenomena, such as creativity, planning and learning. This paper identifies a prototypical subset of these programs, which we name intentional systems, and argues that their seemingly intentional behaviors are not the sole effect of underlying algorithmic complexity and knowledge engineering practices from computer science. In contrast, we argue (paralleling the field of software studies) that intentional systems, and digital systems at large, need to be analyzed as a contemporary form of historically, culturally, socially, and technically situated texts. Perception of system intentionality arises from a network of continuous meaning exchange between system authors’ narration and users’ interpretation processes embedded in a broader social context. The central contribution of this paper is a new interdisciplinary analytical framework called the AI hermeneutic network that is informed by traditions of hermeneutic analysis, actor-network theory, cognitive semantics theory, and philosophy of mind. To illustrate the design implication of the AI hermeneutic network, we present our recent work Memory, Reverie Machine, an expressive intentional system that generates interactive narratives rich with daydreaming sequences.

Intentional Systems

Trombonist and composer George Lewis’s above de-
scription of his interactive musical system Voyager exemplifies a growing number of digital systems, such as the autonomous painting program AARON (Cohen 2002) and recent computational narrative works (Harrell 2006; Mateas & Stern 2002; Přez Přez & Aliseda 2006), that utilize AI techniques in pursuit of cultural expression. Decades after heated debates about the feasibility of AI, the question of whether computers may one day possess human-level intelligence no longer spurs societal anxiety. Instead, systems are designed to encourage users to make sense of them as intentional and independent entities. Compared to instrumental, production-oriented programs such as the Photoshop, these systems display intentional behaviors related to human mental phenomena such as planning, learning, narrating, and creating, as if their actions were about something in the world (Searle 1983) rather than mere execution of algorithmic rules. Lewis, for instance, insists that Voyager ‘not [be] treated as a musical instrument, but as an independent improviser.’ He deliberately designed the system to display independent behaviors arising from its own internal processes that even its designer cannot fully anticipate. The improvisational dialogue between Voyager and the musicians, Lewis emphasizes, is ‘bi-directional transfer of intentionality through sound.’ Computational complexity, 2) process opacity, 3) human-like coherent behaviors, and 4) execution of authorial intention. The term encompasses not only AI systems but also AI-like systems that exist either outside of computer science communities or are not described by their authors as AI systems for ideological or other reasons. Critical analysis and design of intentional systems, like information technologies at large in the digital humanities, calls for the recognition of these systems as important forms of cultural production, beyond their traditionally instrumentalized, productivity oriented roles.

Intentional Systems as Texts
Although generally used to describe written forms of discourse, the term text as the object of literary theory and modern hermeneutics is not confined to only linguistic forms. In his essay on the literary text, German philosopher Manfred Frank (Frank 1989) criticizes the notion that meanings that authors encode within texts can be objectively retrieved without distortion by readers given appropriate methods of interpretation (Hirsch 1967). Instead, Frank proposes a complex communication process in which both author and reader actively create, shape, and reconstruct meanings. This echoes the even broader notion of dialogic meaning posited by the Russian philosopher and critic Mikhail Bakhtin in which language is understood as dynamic, contextual, intertextual, and relational (Holquist 1990). Acknowledging the textuality of intentional systems opens up understanding of system intentionality to a range of socially situated methods.

Intentional systems are not simply the result of clever algorithmic and data structural innovations. The AI practitioner and theoretist Philip Agre cogently points out that the ‘the purpose of AI is to build computer systems whose operation can be narrated using intentional vocabulary.’ (Agre 1997) Michael Mateas, co-developer of Façade, further deconstructs the codes invoked in AI practice by computation, and definitions of system progress) and the co-existing ‘code machine’ (including physical processes, computational processes, and complex causal flow), in order to pin down the long-neglected social and discursive aspect of AI systems (Mateas 2002). In addition to considering actual computer programs, analysis of intentional systems should not omit the authors’ publications, presentations, and interpersonal communication about the system. Such narrative outputs situate the system in AI research communities and frame users’ interpretation, and therefore must be considered as part of the intentional system.

The AI Hermeneutic Network
The central contribution of this paper is the AI hermeneutic network model, enabled by theorizing intentional systems as texts. The interdisciplinary framework analyzes system intentionality as a result of a hermeneutic communication process that involves both authors’ narrations and users’ interpretations through interaction with both actual systems and authors’ narrative output. In addition, this paper recognizes that intentional systems exist in broader social contexts that involve more than just authors and users. Animate and inanimate actors, called ‘actants’ in actor-network theory (Callon 1986; Latour 1996), participate in the network through multi-directional communication. Government and military funding, for instance, often plays a prominent role in determining direction and validity of different approaches of AI research.

Historically, hermeneutic studies developed interpretative theories and methods in order to recover the meanings of sacred texts intended by the (divine) author(s). Modern hermeneutics, influenced by Schleiermacher, recognizes that everything calls for the work of interpretation and broadens itself to the philosophical interrogation of interpretation (Virkler 1981). This paper highlights discursive ‘elasticity’ of the AI key words, such as planning (Agre 1997). He observes that these key terminologies are simultaneously precise (formal) and vague (vernacular), which allows AI practitioners to seamlessly integrate their everyday experience as embodied intentional being in the algorithmic research, and to narrate computation with popularly accessible ver-
nacular vocabulary.

One relatively unexplored aspect of this continuous negotiation of values and meanings between both human and computational actors (Latour 1996) is users’ readings and interpretations of intentionality from systems that are clearly inanimate. For example, human co-performers and their audiences’ interpretations of Voyager’s behaviors as intentional are central to construe the systems’ status as an independent performer in its own right, as intended by its designer. Frank argues that ‘[i]n the understanding of its readers the text … acquires a meaning which exceeds the memory of its origin.’(Frank 1989) Any analysis of system intentionality then is not adequate without considering participation of users and audiences.

This paper emphasizes the discursive strategy and semantic interpretation from a cognitive linguistics perspective. Conceptual blending theory (Fauconnier 2001; Fauconnier & Turner 2002; Turner 1996) offers a cognitive foundation for understanding system intentionality as actively (re)constructed by users via integrating concepts of intentionality based on encounters with animate agents, and conceptualization of algorithmic operation of inanimate computer systems. Thus, users compress the behavior of unfamiliar computational systems to human scale by constructing conceptual blends of systems with human-like intentionality, through semantic hooks that facilitate such blends in the various discourses surrounding the systems.

Conclusion: Design Implications of the AI Hermeneutic Network

The novel framework of the hermeneutic network suggests new design approaches for intentional systems in digital humanities. Our current interactive narrative work Memory, Reverie Machine generates stories in which the main character varies dynamically along a scale between a user-controlled avatar with low intentionality and an autonomous non-player character with high intentionality. By algorithmically controlling the semantic hooks for interpreting system behavior as intentional in the narrative discourse (Zhu & Harrell 2008), the authors turn system intentionality into a scalable expressive dimension in interactive storytelling (Harrell & Zhu 2009).

In conclusion, this paper proposes a new interdisciplinary framework to analyze intentional systems as social and cultural productions, as opposed to construing them as the domain of purely technical practices. It underlines authors’ narrative and users’ interpretative strategies, in a socially situated network of meaning exchange. Finally, through our own computational work we suggest new design implications for intentional systems, such as the scale of intentionality (Zhu & Harrell 2008) that potentially can add new forms of expressivity to intentional systems in digital humanities.
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This paper describes a development effort to link two humanities cyberscholarship infrastructure projects supported by The Andrew W. Mellon Foundation. We have created an extension to Zotero [1] that acts as a bridge between the data stored by Zotero, and the suite of analytic tools provided by SEASR [2]. This extension provides users with the ability to apply a variety of data analysis algorithms to their Zotero constructed collections, and visualize the results directly in the browser. This is accomplished by directly accessing the data model provided by Zotero, and converting that data model into RDF, which allows the ability to exploit the analytical capabilities of SEASR.

The SEASR environment provides a framework to integrate data, analytics, and tool constructs, so that data from one component can be passed to another. One of the unique capabilities of SEASR is the facility to provide a tool for mashups. That is, the ability to allow users to combine tools in efficient and effective ways. This paper describes the coupling of two relevant environments for humanist, Zotero and SEASR - Zotero’s data asset creation with the analytical capabilities of SEASR. Through the use of Zotero’s plugin environment, we can execute the analysis capabilities of the SEASR environment.

The following sections provide a description of the two major pieces of this effort—Zotero and SEASR. Also provided is a description of the major functions performed by the combination of the two. These include: data gathering, data analytics, and data visualization. We end with a summary of the integration of the two efforts and a view to our future work.

1. Background

1.1 Zotero

Zotero was selected because of its popularity with scholars to record, catalog and find resources collected from the Internet. Zotero was developed at the Center for History and New Media, George Mason University, and is a tool aimed at facilitating a user’s research process by providing mechanisms for collecting, managing, and citing internet resources. Zotero functions as an extension of the popular open-source browser, Firefox, which allows it to provide its services in the same environment where the research is usually performed. One of the key features provided by Zotero is the ability to automatically extract metadata from online resources as part of the resource collection process, and store it conveniently on the user’s computer, allowing for offline retrieval of this data on demand. Zotero also provides advanced tagging and searching functionality, allowing the user to organize, find, and visualize the collected resources.

Zotero includes a powerful metadata editor, allowing the user to make additions/corrections to the automatically extracted information. Users can add new fields, attach screenshots and documents, create notes, and even create relationships between the various resources collected.

Overall, with such a vast and diverse amount of information, a mechanism for finding patterns or interesting relationship between these resources would go a step further in helping researchers discover and extract more information from their collections. Enter SEASR.

1.2 SEASR

(SEASR: Software Environment for the Advancement of Scholarly Research)

SEASR analytics enhances scholars’ use of digital materials by helping them uncover hidden information and connections, supporting the study of assets from small patterns drawn from a single text or chunk of text to broader entity categories and relations across a million words or a million books. SEASR is designed to enable digital humanities scholars to rapidly design, build, and
share software applications that support research and collaboration.

The SEASR team developed Meandre [3], which is the machinery for assembling and executing data flows—software applications consisting of software components that process data (such as by accessing a data store, transforming the data from that store and analyzing or visualizing the transformed results).

SEASR is extensible allowing for new analytics to be added, such as support for linguistic analysis for different time periods or languages, to readjusting entire steps in the work process so that researchers can validate results from their queries. Components can be created from other programming projects. The SEASR environment is data driven and includes a workbench to orchestrate the flow of data through the different components. All SEASR analytics are enabled as web service calls.

SEASR also provides publishing capabilities for flows and components, enabling users to assemble a repository of components for reuse and sharing. This allows users to leverage other research and development efforts by querying and integrating component descriptions that have been published previously at other shareable repository locations.

2. Data Gathering

Zotero’s data model is very flexible, allowing the user to add new fields, create notes, attach documents and screenshots, and establish relationships between resources. At a minimum, Zotero adds the following information for each resource that is added: title of the resource, originating URL, and the dates when the resource was created, modified, and accessed. For many major research and library sites Zotero can automatically extract the full reference information, which includes authorship data, abstracts, page references, locations, etc. This provides a wealth of information that can then be submitted for analysis to SEASR.

Once the data are converted into RDF (a process which is transparent to the user), it can be sent for processing, at user’s request, to any of a number of available data analysis algorithms. When such a data processing request is received, the extension establishes a communication channel with the web service associated with the processing flow, through which the RDF data are submitted. After processing completes, the results are retrieved via the same communication channel and displayed in a new browser window. Depending on the complexity of the type of processing requested, there may be a significant delay until the results are retrieved.

Figure 1. Plugin for Zotero that requests SEASR analytics.

The extension provides a flexible mechanism through which the user can specify which data processing flows they want to have access to, by configuring a list of SEASR servers where these flows are hosted. This way, the user can include any number of Zotero-compatible data processing flows hosted by 3rd party organizations.

3. Data Analytics

The SEASR team has been integrating a variety of tools as well as developing our own analytics. Currently we have integrated natural language processing tools (NLP) and current research algorithms from our data mining collaborators as well as transformation components to allow for data movement between the different components.

We have enabled some very simple and straightforward requests, like word counts, information regarding part of speech, and entity extraction capabilities. We also have additional machine learning approaches that can be leveraged, like clustering, frequent pattern analysis, predictive modeling, graph mining, and sequence analysis. We have currently integrated D2K (Data to Knowledge) [4] and T2K (Text to Knowledge) analysis, OpenNLP [5], and GATE (General Architecture for Text Engineering) [6]. This means that from your Zotero collection, you can ask for a social network analysis based on authors and other metadata. You can ask for a tag cloud of all your notes. You can ask for a tag cloud of a particular work or collection. You can cluster the documents from your collection. You can track a character or set of terms throughout a book or collection. You can look at extracted entities like locations on a Google map [7]. You can look at extracted entities like date on a timeline like Simile [8]. You can build a social network of the people mentioned in your collection.

4. Data Visualization

As with the data analysis, a number of visualization tools exist, so we have been working to integrate with these tools rather than redeveloping. We have incorporated visualizations from D2K as applets such as frequent pat-
tern analysis as well as several of the predictive modeling visualizations. We have also leveraged code to create a tag cloud [9]. We are providing link-node charts and stacked bar charts via flare [10]. The collage of example visualizations below is meant to provide an idea of the visual metaphors being used.

5. Future Work

We continue developing analysis and visualization capabilities that can be leveraged by Zotero. As part of our Pathways to SEASR Workshops, we are demonstrating this tool integration and are establishing collaborations with workshop teams. These teams are exploring specific use cases to demonstrate scholarly research that can be easily added to this plugin environment. We are looking to improve the interaction between the plugin and the SEASR framework and its ability to provide users with visual interfaces for customizing the execution of flows.

6. Summary

In summary, we have created a tool that facilitates the communication of Zotero collections data with SEASR for further study and research. We have linked SEASR, a strong and flexible tool that can add research capabilities to these text assets. SEASR allows for the use of its existing analysis and visualization tools, and more, it allows for the integration of other tools through a mashup process. The result of this effort is a synergy—a strengthening of both Zotero and SEASR—as useable tools for cyberscholarship.

7. Acknowledgement

The SEASR project is funded by The Andrew W. Mellon Foundation.

8. References

2. SEASR, http://seasr.org
Automatic Standardization of Spelling for Historical Text Mining

Alistair Baron  
Lancaster University  
a.baron@comp.lancs.ac.uk

Paul Rayson  
Lancaster University  
p.rayson@lancs.ac.uk

Dawn Archer  
University of Central Lancashire  
dearcher@uclan.ac.uk

Introduction

The use of textual data in humanities research is significantly aided by automated techniques such as key word analysis, collocations and corpus annotation (e.g. part-of-speech). If a text corpus contains a large amount of spelling variation, there is a considerable impact on the accuracy of these automatic techniques. For example, studies in respect to Early Modern English (EModE) corpora - the focus of the study detailed in this paper - have documented the adverse effects of spelling variation on key word analysis (Baron et al., 2009), part-of-speech tagging (Rayson et al., 2007) and semantic analysis (Archer et al., 2003).

The problem of spelling variation in corpora needs to be addressed in order for more accurate and meaningful results to be achieved in fields where historical source texts are required. Researchers can side-step the issue by using modernized versions of corpora, of course, but these are not always available. Another potential solution is to manually standardize the spellings; this includes reading through texts, spotting any non-standard spellings and deciding upon a modern equivalent. For example, studies in respect to Early Modern English (EModE) corpora - the focus of the study detailed in this paper - have documented the adverse effects of spelling variation on key word analysis (Baron et al., 2009), part-of-speech tagging (Rayson et al., 2007) and semantic analysis (Archer et al., 2003).

The problem of spelling variation in corpora needs to be addressed in order for more accurate and meaningful results to be achieved in fields where historical source texts are required. Researchers can side-step the issue by using modernized versions of corpora, of course, but these are not always available. Another potential solution is to manually standardize the spellings; this includes reading through texts, spotting any non-standard spellings and deciding upon a modern equivalent. For example, studies in respect to Early Modern English (EModE) corpora - the focus of the study detailed in this paper - have documented the adverse effects of spelling variation on key word analysis (Baron et al., 2009), part-of-speech tagging (Rayson et al., 2007) and semantic analysis (Archer et al., 2003).

Early Modern English Spelling Variation

The EModE period is of particular interest in historical text mining studies; book production increased sharply during the period, largely due to the introduction of the printing press (1476) and increasing literacy levels (Görlach, 1991: 6). As such, the EModE period is the earliest period of the English Language from which a reasonably large corpus can be constructed and studied in detail.

Spelling variation was a major feature of EModE texts, the extent of which we have recently quantified in Baron et al. (2009). It is common to find words spelt in a number of different forms in the same text or even on the same page. This was not seen as problematic, however, as there was no notion of the importance for a single spelling for each word; for example, letters would be added or removed to ease line justification. Table 1 below shows some typical spelling variants found in EModE texts, whilst Vallins and Scragg (1965) and Culpeper and Archer (forthcoming) describe the spelling variation trends in more detail.

<table>
<thead>
<tr>
<th>Variant</th>
<th>Modern Equivalent</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>“goodnesse”</td>
<td>“goodness”</td>
<td>‘e’ often added to end of words.</td>
</tr>
<tr>
<td>“brush’d”</td>
<td>“brushed”</td>
<td>Apostrophes used instead of ‘e’.</td>
</tr>
<tr>
<td>“encrease”</td>
<td>“increase”</td>
<td>Vowels often interchanged.</td>
</tr>
<tr>
<td>“spels”</td>
<td>“spells”</td>
<td>Consonants often doubled or singled.</td>
</tr>
<tr>
<td>“deliuering”</td>
<td>“delivering”</td>
<td>Common for ‘u’ and ‘v’ to be interchangeable.</td>
</tr>
<tr>
<td>“conuay’d”</td>
<td>“conveyed”</td>
<td>Many combinations of the above.</td>
</tr>
</tbody>
</table>

Table 1. Examples of common EModE spelling variants.
automated text mining techniques to be applied to the
corpora.2

**VARD 2 and DICER**

Our solution to the spelling variation problem described
in the previous section has been the development of the
VARD 2 tool,3 a piece of software designed to assist re-
searchers in standardizing historical corpora (specifically
EModE texts) both manually and automatically. VARD
2 uses a manually created list of variant – replacements
mappings as well as employing methods from modern
spell checking software; such as phonetic matching, let-
ter replacement heuristics and Edit Distance. An earlier
version of the VARD 2 software is described in more
detail and evaluated in Rayson et al (2008). The cur-
rent version can cater for user-created letter replacement
rules, which will be used by the tool to find potential
variant replacements. In addition, XML provision has
been improved, processing speed increased, and a new
word reference list4 added. Screenshots of the latest ver-
sion, VARD 2.2, are shown in Fig. 1 and Fig. 2.

Fig. 1 Screenshot of VARD 2.2 showing the interactive
mode which allows the user to manually standardize texts
and train the tool on samples of a corpus

One way in which VARD 2 can be used is to automatical-
ly standardize the spelling variation in an entire corpus.
For EModE texts, this can be done immediately, with
no training. However, for better results and to use the
tool with other varieties of English, the user can train the
software on a particular corpus by using the interactive
version to manually process samples from the corpus.
The tool will improve its ability to deal with a corpus
based on decisions made by the user in the interactive
version. It does this by learning which of its methods are
most successful in finding the correct replacement for
variants and adjusting its method weights accordingly
(these are used when ranking potential replacements).
The tool will also edit its dictionary and its list of specific
variant replacements based on changes made by the user.

A new development to allow for further training of

VARD 2 on a corpus is a tool named DICER (Discover
and Investigation of Character Edit Rules). DICER can
search XML output from VARD 2 for variant – replace-
ment mappings or be provided with a list of such map-
pings. Each mapping is analyzed and a set of characteredit rules are produced which can transform the spell-
ing variant into its modern equivalent. The details of
these character edit rules are then collated into a data-
base, which can be viewed through a set of web pages.5
The main table produced by the analysis, shown in Fig.
3, displays details of the individual character edit rules
along with various frequencies. By clicking on individ-
ual rules, further information is available such as which
characters typically occur before and after the rule oc-
curs; this is shown for the rule ‘Delete e’ in Fig. 4. Any
frequency in the tables can be clicked to view a list of oc-
currences producing that frequency. The data produced
in the DICER analysis is vast and thus cannot be detailed
in full here.

Fig. 2 Screenshot of VARD 2.2 showing the batch-
processing mode where users can automatically
standardize a chosen group of texts

Fig. 3 Screenshot of DICER analysis on a manually
standardized 5,000-word sample of Shakespeare’s First
Folio
By using DICER to analyze manually standardized samples of a corpus, a list of common character edit rules can be viewed. These character edit rules can then be added to VARD 2 and the tool will be better equipped to make judgments on the correct replacement for variants found whilst automatically standardizing the corpus.

In order to test VARD 2 and DICER’s training ability a 5,000-word sample of Shakespeare’s First Folio was manually standardized in the interactive-mode of VARD 2 as training data, the entire corpus was then automatically standardized. Using this small amount of training data (6% of the entire corpus) increased the proportion of spelling variants replaced from 70.33% to 73.75%.

The automatic standardization (after training) resulted in 10,601 unique variant replacements. 70.35% of these replacements could be achieved through VARD 2’s original set of character edit rules alone. DICER analysis was then produced on the manually standardized Shakespeare sample; this is shown in Fig. 3. VARD 2’s rule list was augmented with additional rules from the DICER analysis: any rule occurring 10 or more times was added, if not already present. Using this new rule list 77.66% of the 10,601 unique replacements could now be found, an increase of 7.31%.

The results are extremely promising, and increasing the size of the manually standardized sample should improve these figures even further. DICER can also be used to provide probabilities dictating how likely a character edit rule should be applied in a certain position with specified surrounding characters. Modifying VARD to use these probabilities could see even greater improvements in performance.

Calculating the precision of VARD 2’s methods is difficult without a manually checked standardized corpus of decent size. We have recently acquired such a corpus and present the results of using this corpus to train and evaluate VARD 2’s methods in Baron and Rayson (forthcoming).

Conclusion
This paper has described the problems that variant spellings cause for historical text mining, particularly for automated methods in historical corpus linguistics, such as part-of-speech tagging and key words analysis. In previous and forthcoming work, we have quantified the errors or differences that result from the application of untrained tools and techniques on historical data that has not been standardized. Our proposed solution is the VARD tool, which offers the potential to standardize spelling in historical texts automatically and with high accuracy. We have described recent improvements to VARD 2, such as the inclusion of a much larger modern dictionary that enables better detection of historical variants and matching with modern forms.

VARD 2 has been developed to deal with spelling variation in EModE texts; the tool can be used with its default settings to achieve partial standardization automatically. However, with some training, we have shown that VARD 2’s performance is enhanced. Further training could allow the tool to be used with other varieties of non-standard English (e.g. SMS corpora and weblogs).

In the future, we will evaluate the extent to which variation that can only be detected contextually (e.g. ‘then’ for ‘than’ and ‘bee’ instead of ‘be’) contributes to the problem. Dealing with this problem requires more advanced techniques, e.g. POS tagging, to be used in the detection phase.

Notes
1Of course, spelling variants themselves are important linguistic features and thus worthy of study: as such, although our focus relates to how we might deal with spelling variation within historical data as a means of enabling the (more) effective use of automated analytical techniques, we advocate that any solution to this problem should always retain the original spelling. VARD 2 does so using an xml tag to note a replacement with the original spelling stored as an attribute of the tag.

2It should be noted that the accuracy of annotation is likely to be affected by additional factors, including differences in the grammar of the EmodE period when compared to present-day English (see Kytö and Virtanen, 1995) and the possibility of a semantic shift in words from EModE to present-day English (see, for example, Knapp, 2000).
The tool is available to download online, with a user guide also provided. The software is free to use for academic purposes from http://www.comp.lancs.ac.uk/~barona/vard2/

Derived from the Spell Checking Oriented Word List (SCOWL). See http://wordlist.sourceforge.net/scowl-readme

Available at http://juilland.comp.lancs.ac.uk/dicer/

Available from the Oxford Text Archive: http://ota.ahds.ac.uk

Variants here are words which VARD 2 deems to be variants, i.e. words which are not in its modern lexicon. It should be noted that words will be incorrectly marked as variants (particularly proper names) and some variants will be incorrectly marked as modern words (particularly read-word errors, such as ‘bee’ for ‘be’ and ‘doe’ for ‘do’).

References


Generalizing the International Children’s Digital Library

Benjamin B. Bederson
University of Maryland
www.cs.umd.edu/~bederson

Patrick Rutledge
University of Maryland

Alex Quinn
University of Maryland

Abstract
The International Children’s Digital Library is a website of exemplary free children’s books from around the world (www.childrenslibrary.org). Since we launched the website in 2002, we have recently embarked on an effort to generalize what we have learned, creating a version (to be made open source when it is finalized) that is suitable for more general content and a more traditional adult audience. We also have been exploring mobile deployment – providing access to the ICDL’s picture books with an interface that displays readable text in context on Apple’s iPhone. Together, these efforts demonstrate how we can learn from one successful project to expand into other areas of content and platform, and in this paper we attempt to summarize the core lessons learned that can be applied elsewhere.

Introduction
The International Children’s Digital Library (ICDL) is an established electronic archive, providing children and their adults easy access to thousands of children’s books in almost 50 languages which can be read online for free. Over the six years since we deployed the ICDL, we have learned a lot about what it takes to make a usable digital library (Bederson 2008). Motivated by a need of the Boston Public Library and the Knowledge Commons (formerly the Open Content Alliance) to offer a highly usable range of interfaces for the millions of books they are scanning, and by the recognition that people are accessing more and more books on mobile devices, we decided to start branching out, and applying those lessons to other content domains, audiences, and platforms.

Content
The books in the ICDL are all digitized versions of traditionally printed paper books which are selected for children ages 3-13. Almost half are picture books. Due to the narrow range of content, we have been able to manually catalog the books in the library with a fixed ontology of just under 300 categories in a hierarchical structure (i.e., Appearance->Format->Picture Books). We use a combination of traditional categories (such as “Short Story”) and more customized categories that we developed in the course of working with children (such as “Book cover color” and whether the books are “Happy” or “Sad”).

In order to design the ICDL interface to support a broader set of content, we had to rethink how we categorized the books and presented those categories. A few hundred categories do not offer a fine enough distinction for millions of books (Baker 1996). In fact, the standard MARC records of the Library of Congress use many thousands of categories. The traditional solution is to remove the focus on categories, and to make textual search the primary mechanism for searching for books in large collections. However, this gives up the power of categorization, especially when the person has some particular attributes they want to specify, or if, for example, a teacher wants to specify a set of categories that might be useful for their students to use for more focused searching. Another scaling problem with our original design is that we used manually created icons for each category. This was a lot of work for a few hundred categories, but impossible when there are many more.

We came up with a new solution (Figure 1) that lets the user choose which categories are displayed in the primary search window and integrates keyword search, the search results, and a preview of the book. A tightly coupled advanced search (not shown) adds several features, including a more hierarchical display of categories, counts of how many books are in each category, explicit search fields for title & author, and more.

Figure 1: Current prototype for generalized version of ICDL for broader content and older users.
Audience
Our aim of supporting adult users and not just children also gave us some flexibility in designing this prototype. Our research with children has led us to understand the importance of using large objects to click on the screen, fewer abstractions in the interface and a generally simpler visual display (Hutchinson 2003). The interface we created thus correspondingly uses more text, smaller hit targets, and a visually denser display.

Platforms
In the same spirit of trying to make books available to more people, we designed a version of ICDL for the Apple iPhone platform. This platform is unusual because while small, it has a relatively high resolution display and powerful graphics that enable smooth animated transitions. We built an application that gives offline access to four picture books. It uses the “ClearText” technology that ICDL developed for making text legible on small displays (Quinn et al. 2008) and smooth animated transitions that make it easier to understand where you are in the interface and book as the reader navigates a complex information space on a very small display.

Concluding Thoughts
As the trends of increasing technological capabilities and broad increases in access continue to occur, we must refine and innovate the way we deliver access to books. It is crucial that people have an unfettered ability to find what they are looking for, and to deeply engage with the content of books once they have found it. The efforts described here show two approaches to achieving this goal.

The lessons from the web interface include the importance of building an all-in-one interface with varying levels of search complexity along with search results and book previews all integrated into a single screen. A related lesson is that you can’t ignore issues of scale in your design, and that one important approach is to couple a very good and simple initial experience with the possibility of significant end-user customization.

The lessons from the iPhone interface are that you must re-think what you are offering for this tiny and mobile package. You cannot and should not do everything that you offer on your full website. It was a tough call for us, but we completely eliminated search! The other issue is that while difficult, you must balance engagement and usability. We tried to use interesting animations to keep the experience playful while not getting in the way of reading – and we also spent a lot of time creating an interface that supports the core mission of the application – which is clear and legible text for easy reading. As the application is just being released now, time will tell whether we were successful with these goals.
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The political organisation of the Classic Maya world has generated almost as much conflict and contention among scholars as it did amongst the ancient Maya themselves. As Prudence Rice [2004] has amply demonstrated, prevailing theories have swung from a homogeneous empire to a fractious patchwork of independent statelets existing in precarious balance and most conceivable organisational models between. This article discusses the problems in trying to untangle the complex inter-state relations of the Classic period and the development of a software tool to support further research in this area.

The ancient Maya have a complex historiographical relationship with the modern world. Without wheeled transport or metal tools they developed an intricate and sophisticated culture that after its disintegration around 900AD vanished almost completely back into the forests: until the middle of the nineteenth century hardly anyone in the western world knew much more than the wild tales of shining cities buried in the jungle and the search for El Dorado. The ancient Maya came to popular attention at the height of the age of reason, as archaeology was evolving from an aristocratic pastime into a science. In an age that equated civilisation with literacy, the Classic Maya were all but mute. Early explorers were sure their monuments recorded written information but the script remained largely undeciphered. An understanding of the calendrical system allowed early historians to develop a broad chronology but in the absence of any meaningful testimony from the Maya themselves, imagination was employed to fill the blanks.

Many of these gaps were filled by forcing the Maya to conform to the social and political templates provided by better understood ancient cultures, with limited success. The emphasis on dates in the epigraphic record fuelled an optimistically utopian vision of a pacifist people living in splendid isolation under the rule of benevolent astronomer priests obsessed with the cycles of time. Its most famous advocate Eric Thompson [Drew 1999] acknowledged evidence of conflict but dismissed it as little more than minor border disputes or contested inheritanc-
es: to follow the argument to its logical conclusion, these events might have been recorded for rarity value.

Breakthroughs in decipherment made the utopian ideal increasingly untenable. The emerging epigraphic record presented a tangled, often bloody history of warrior rulers, holy lords recording their achievements in birth, alliance, conquest and death in a medium designed to awe their subjects and cow their enemies. Recent research [Martin & Grube 2000] has identified glyphs for hierarchical relationships amongst rulers suggesting a web of coalition and patronage, covering vast distances, that may represent anything from an ephemeral expression of dominance to a long-term relationship such as that attested to between Tikal and Palenque.

The richest and most widely reproduced diagrammatic representation of this political structure comes from Simon Martin [Martin & Grube 2000, p21]. It demonstrates that, for much of the Classic period, the rivalry between the polities of Calakmul and Tikal formed the nexus around which the wider political system revolved.

Known in Classical times as Kaan – the Snake Kingdom – Calakmul was a giant by the standards of the ancient world, boasting an urban population estimated by population density analysis to be around 90,000 with a suburban rural population of over 2.5 million under its immediate authority [Braswell et al in Demarest, Rice & Rice 2004]. It is the most frequently referenced site on monuments throughout the region and has been labelled a ‘super state’ or, rather more emotively, a superpower [Coe 1967; Martin & Grube 2000 inter alia]. Unlike other powerful states such as Tikal and Palenque, the quality of local stone at Calakmul has meant that many inscriptions are now fragmentary or illegible: the majority of what is known about Calakmul’s political machinations comes from other sites. The prevailing impression, coloured perhaps by Western conceptions of the snake’s character, is of an acquisitive and aggressive evil empire, overcome by the dogged resistance of Tikal and her allies.

There is no doubting this interpretation could be accurate: epigraphic evidence and the Martin diagram clearly show Calakmul was politically and militarily active throughout the Maya world. The Martin diagram may, however, be contributing to an impression of continuous interference over the entire span of the Classic period that cannot be supported by the fluid nature of political relations in the Maya world demonstrated elsewhere. In a social system where power and prestige are directly influenced by the strength and even charisma of the ruling lord, many inter-state relationships would come and go in a handful of years.

The strength of the Martin diagram is its ability to summarise a wealth of detail about the relationships between the largest Maya polities. In many ways, it resembles the network map of the London Underground, with the same advantages and attendant weaknesses. While it distinguishes types of association, for example conflict from diplomacy, and gives some indication of the frequency of those links, it is unable to demonstrate their duration or the evidence. A conflict link, for example, may represent a single act of aggression like a religiously sanctioned Star War or sporadic low-intensity warfare over an extended period. In cases such as the relationship between Calakmul and Yaxchilan which shows both conflict and marriage alliance, it is impossible to distinguish which came first or indeed whether they were related at all: the marriage attested to between Bird Jaguar of Yaxchilan and Lady Evening Star of Calakmul [Drew 1999] could have been arranged to cement peace or the two events could be generations apart.

The very short period between 680 and 685 AD provides a good example of the complexity the Martin diagram is poorly equipped to show. Those five years saw a dramatic shift in the fortunes of many of the major powers across the Maya world: Calakmul, Palenque and Dos Pilas all lost rulers who had been in power for over forty years, notably long reigns even by modern standards; in contrast Tikal and Naranjo were both emerging from periods of weakness and internal division. Piecing together the direct effects of these changes on individual polities has proved difficult enough but recognising the effects on the wider political landscape is almost impossible with a diagrammatic model that cannot distinguish change over time.

The aim of this research is to produce a new interaction mapping tool capable of overcoming some of these weaknesses in the Martin diagram. The Dynamite (Dynamic Maya Information Tool) software is designed to
produce a rich, updateable model of political interactions that can be extended and customised to support the needs of individual researchers. In its standard format, it provides an enhanced version of the Martin diagram, allowing users to filter the data on a range of different criteria, including regionally and temporally. It can also support more specialised filtering to show interactions and source evidence by type: employing the full range of filters it would be possible to examine nothing but Calakmul’s military conquests for the period 580 to 620 AD, derived solely from epigraphic sources.

Dynamite uses a model of loose data connectivity based on XML structured data to provide maximum flexibility and extensibility. Beyond compatible data typing, it makes no assumptions about the relationship between objects: all existing filters are provided through stored queries. This allows researchers to be flexible and innovative in how they use and expand the source data while the XML format supports the easy sharing of results and helps Dynamite move towards a structure of plug-and-play data.

The suite of Dynamite support tools allows researchers with even minimal computing experience to examine, update and extend the stored data as well as create new queries to run against that data. There are also shortcuts for experienced developers providing more direct access.

It is hoped that the Dynamite software will contribute positively to the next generation of research tools for exploring the growing body of archaeological and epigraphic data on the relationships between Maya polities of the Classic period.
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The proposed poster will summarize recent work on finding clusters of Edgar Allan Poe’s short stories. These are defined by high rates of word usage for five word collections, each of which is defined by a similar meaning. For example, one of them focuses on death and has terms such as corpse, dead and die. By choosing word groups pertinent to the types of stories that Poe wrote, the resulting clusters make more intuitive sense than other clustering algorithms that are common in information retrieval.

Humans enjoy dividing texts into similar clusters. For example, the literary critic Daniel Hoffman discusses Poe’s stories in thematic groups (Hoffman, 1990). For instance, vendors such as Amazon.com create clusters that consist of recommendations made to users, which are based on past purchases. Consequently, there is value in creating a clustering algorithm that can explain how the grouped texts are similar in terms that a human can appreciate.

Unfortunately, the most popular techniques in information retrieval for computing text similarity produce results that lack appeal to human sensibilities. For example, the vector space model (Section 2.1 of Grossman and Frieder, 2004) reduces a text to a table of (usually weighted) word counts where each column represents a text and each row represents a word. Each column can be thought of as a vector, so the geometric idea of angles between texts can be introduced, where smaller angles correspond to higher similarity. This geometric point of view is powerful because it is well understood by mathematicians, and it already has been applied to studying information. For example, this is the focus of the book Geometry and Meaning (Widdows, 2002). However, the dimensions of these vectors can be quite high (in the tens of thousands), which makes the results hard to reconcile with human intuition.

The technique used in this poster builds on the vector space model as follows. Instead of including all the words that Edgar Allan Poe uses in his short stories (about 20,000 total), these are analyzed to find a few clusters, each defined by a shared meaning, which are built by using a thesaurus. Note that this removes function words such as the, of, and, a and to, which primarily serve grammatical roles and are less interesting to a human reader. Five groups are used in this poster, which are based on the following themes: death, body, spiritual, horror, and family. For example, the top ten most frequent death words in Poe are death, corpse, dead, murder, died, die, deceased, dying, fatal, and deadly. Anyone familiar with his short stories would not be surprised by these word groups. For example, many of his stories are about people who die (for instance, “Morella,” “Eleonora,” and “The Oval Portrait”) or are killed (for instance, “The Black Cat,” “The Murders in the Rue Morgue,” and “The Tell-Tale Heart”).

Since word frequencies are a function of text length, Poe’s story lengths must be taken into account. This can be done with word rates, that is, the proportion of a word in a text. Unfortunately, these can also depend on text length (see discussion in Chapter 1 of Baayen, 2002), so stories are grouped by length, which are then analyzed separately. Three groups are used in this poster: 2000 to 3000, 3001 to 4200, and 4201 to 6000.

For each of these three ranges, matrices are constructed where each row represents a word group, each column represents a Poe short story, and the entries are word group rates. Although the vector space model could be used in this situation, the alternative method of formal concepts is used because it is more interpretable. Formal concept analysis (FCA) is a technique to create a double lattice of concepts given a list of objects and another one of attributes. It is a central tool in concept data analysis (Carpineto and Romano, 2004) and is used to organize information in a way more similar to humans. For this application, the objects are Poe’s short stories, and the attributes are a story having a word group rate above the median.

A formal concept consists of a set of objects and a set of attributes, where each object shares all the attributes, and each attribute is shared by all the objects. This set of objects is a cluster, which is describable by its shared attributes. Applied to Poe’s short stories, each cluster is determined by its use of the five word groups defined above. Since a list of death words is both straightforward to compute and is evocative for a human reader, such story clusters have intuitive appeal. Moreover, there are several algorithms published that efficiently find all the formal concepts. For this project Ganter’s algorithm is used (Ganter, 1984).
Here is a specific example. There are thirteen Poe stories that are between 2000 and 3000 words long. We use the five attributes defined above, one for each word group. A story has one of these if its word group rate is above the median rate for all thirteen stories. For example, the median death word rate is 1.22 words per thousand (wpt). The six stories with higher rates have the attribute death, the other seven do not. For body words, the median is 5.44 wpt, so the six stories above this threshold have the body attribute. The same computation is done for the remaining three word groups.

Formal concepts always form two lattices, called a Galois lattice. One focuses on the stories, and the other focuses on attributes. Both of these are ordered by subsets, and these are related: as the number of attributes increases, the number of objects decreases, and vice versa. In this application, nineteen formal concepts are found, which are given in Fig. 1. We consider one here, which consists of the Poe stories “The Tell-Tale Heart,” “The Masque of the Red Death,” and “Morella,” and the attributes death, body, and horror. Although the plots of these stories differ, there are similarities apparent to a human. First, all three stories are about death. In “The Tell-Tale Heart” the narrator tells how he kills his roommate. The red death is a pestilence, and in “Morella” the narrator tells of his wife’s obsession with death and rebirth. Second, all three stories discuss the body. The first one features an evil eye and a beating heart, while the red of the second one refers to blood. Morella dies giving birth, and her daughter grows to be just like her mother physically, which is described in the story. Finally, it is no surprise that stories about death that include bodily descriptions would have many words related to horror.

The tools of FCA and Galois lattices used in this poster are flexible. It is this author’s belief that additional applications will be found, both for other literature and for other types of texts.
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In his monograph Radiant Textuality, Jerome McGann reflects on the first decade of work on the Rossetti Archive at the Institute for Advanced Technology in the Humanities and regrets their “failure to consider interface in a serious way....when we worked out the archive’s original design, we deliberately chose to focus on the logical structure and to set aside any thought about the Interface for delivering the archive to its users. We made this decision in order to avoid committing ourselves to a delivery mechanism.” Accordingly, the site’s design editor, Bethany Nowviskie, predicts that the interface will “always have something of a tacked-on quality.” Such an outcome, Matthew Kirschenbaum argues, is consistent with the standard workflow of Digital Humanities projects: “Too often put together as the final phase of a project under a tight deadline and an even tighter budget, the interface becomes the first and in most respects the exclusive experience of the project for its end users.” This assessment suggests that future editors and directors should consider making interface design a preliminary stage in the process of constructing electronic editions and archives.

In 2004, Professor John Rumrich and myself, then a graduate student at the University of Texas at Austin (UT-Austin), decided to reschedule the priorities of the Digital Humanities in two ways: by considering interface design before text encoding and by privileging pedagogical applications over scholarly ones. Noting that most electronic editions and archives have either deliberately or unreflectively adopted the standard windows-based interface design of non-literary Web sites, we resolved to make our digital classroom edition of John Milton’s Paradise Lost (hereafter, PL) resemble a book lying open on a table. This approach, we hoped, would increase readability for students and appeal to bibliophile instructors. But we refused to rely solely on visual usability—we wanted to integrate an audio track of the poem with our electronic text. To this end, we recruited several colleagues at UT-Austin to make a recording of one of the epic’s twelve books. From 2005 to 2007, with the support of a UT-Austin Liberal Arts Instructional Technology Services (LAITS) grant, we developed a prototype “audiotext,” which we demoed at the 2007 Digital Humanities conference (DH07). In our abstract, we offered the following rationale for the edition’s synthesis of audio and text:

Whether students run through excerpts from PL in a sophomore survey or pore over the entire epic in an upper-division course, they famously find Milton’s poetry difficult to follow. Instructors usually assume that this difficulty owes to its unfamiliar ideas and Milton’s intimidating erudition—and surely these are part of the problem. But we have found that when students hear an instructor declaim passages from PL as they follow along in their textbooks, the thrust of the lines suddenly becomes plainer. Recent research on multimedia learning indicates that distinct, additive cognitive pathways mediate the aural and visual reception of language (Mayer 2001). Reading and listening to the same text demonstrably improves understanding and recall.

The prototype uses Adobe Flash technology to synchronize the audio playback with a karaoke-style highlight that moves over each line as it is spoken. Since the conference, two more books have been added to the project Web site at http://www.laits.utexas.edu/miltonpl. The PL audiotexts are used by several instructors each semester in a range of British literature courses at UT-Austin. Student survey data and instructor comments have been overwhelmingly positive.

In 2007, Professors Coleman Hutchison and Michael Winship, Americanists intrigued by the interface concept, applied for and received an LAITS grant to create an audiotext of Walt Whitman’s “Song of Myself,” arguably the best-known long-form poem in American literature. The rationale they stated in their grant proposal was not overcoming a syntactical barrier to comprehension so much as countering the problem that Whitman’s long, idiosyncratic lines and extensive use of poetic catalogs can *look* like prose. Hearing as well as seeing the text, Hutchison and Winship argued, should help students gain an understanding of the aural register of the poem and thereby become receptive to the concatenation of Whitman’s aural and visual effects. The editors also proposed that six different readers would each voice the entire poem, whereas in the PL audiotexts each character in the poem is voiced by a different reader. The project would thus highlight an understudied aspect of the poem: despite its title, “Song of Myself” is a polyvocal poem, one in which distinct personae and voices compete. Furthermore, by offering a menu of six audio tracks from which a user can select at any time, changing tracks without interruption, the new interface would call attention to the subjective nature of such vocalization factors as accent, pronunciation, and
emphasizing this “remixability” addresses an issue raised by otherwise enthusiastic listeners/observers at DH07 and elsewhere concerning the PL prototype. Although Professor Rumrich and I considered our audio track to be no more “accurate” a rendering of Milton’s lines than the visual representations we included in the illustration section, we overlooked the possibility that a single audio recording would give the impression that we were claiming to have realized Milton’s auditory intentions, just as a single critically edited text strikes some textual critics as more authoritative than an archive of versions.

Hutchison and Winship hired me, now a postdoctoral fellow at Georgia Tech, as the project’s technical editor. The project manager, Emily Cicchini, hired Scott Herrick, a systems analyst for the Division of Instructional Innovation and Assessment at UT-Austin, as lead developer. Herrick had experience constructing a streaming flash architecture for the Aswaat Arabiyya project (http://www.laits.utexas.edu/aswaat). In order to minimize the time necessary to load six audio tracks, we decided to stream the audio tracks from a Flash Server instead of embedding the audio in the Flash movie, as had been done in the PL prototype. Herrick and I were aware that the choice of Flash as the core technology might prove a liability for the project’s long term sustainability as well as its adaptability to other contexts and purposes, but we had developed a familiarity with the platform and were not confident that we could achieve the desired animation and synchronization effects using open-source alternatives. Although the Flash Player is a free download, it is proprietary to Adobe, whose standard Integrated Development Environment (IDE) for Flash is a closed, commercial product. Adobe released the specifications for its playable Flash formats (SWF and FLV) in 2006, a move that some believe was intended to discourage the development of a free and open-source alternative while increasing the number of third party applications capable of generating SWF files.

Lately, Adobe has been promoting Flex Builder, an alternative Flash IDE built on the open source Eclipse platform yet itself proprietary. The new IDE resembles a Java development suite and combines pre-built application components with MXML, an XML-based markup language, and ActionScript 3.0, an object-oriented scripting language. Flex Builder is designed to appeal to programmers and designers of Rich Internet Applications who were never comfortable with the animation and movie metaphors of the timeline-based standard Flash IDE. Noting that Adobe is currently offering Flex Builder for free to educators, Herrick suggested that we build the “Song of Myself” audiotext in that environment. To minimize the constraints of Flash, we separated all of our content from the interface. The audio tracks stream from the server as needed, while the text is imported into the interface from a TEI (Text Encoding Initiative) XML file at runtime. Suloni Robertson, an LAITS graphic designer and artist, executed the background image, which resembles an opened copy of the original edition of *Leaves of Grass*, published in 1855.

The poem that would later be titled “Song of Myself” opens this volume, and the beta of our audiotext version is now available at http://www.laits.utexas.edu/leavesofgrass. In addition to the audio controls, the application includes a zoom function and an options panel with a search engine and selection tools. In the next phase of the project, we will add explanatory notes and an animated page-turn effect. Ultimately, we plan to include a full transcript, critical apparatus, and facsimile images of the entire book. At that point, the audiotext will become a full-fledged scholarly edition without compromising its pedagogical utility or its innovative interface design. The editors of the *Walt Whitman Archive* have generously allowed us to use their transcript from a copy of the 1855 edition (http://www.whitmanarchive.org/published/LG/1855/whole.html) as the basis for our electronic text. Professor Hutchison has had conversations with these editors about adapting the audiotext concept to create a more robust front-end option for the archive’s resources. To this end, we are exploring the possibility of using an open-source alternative to the Flex IDE to create a set of audiotext templates that could be used by other projects.

**Notes**


Can Pliny be one of the muses? How Pliny could support scholarly writing

John Bradley
King’s College London
john.bradley@kcl.ac.uk

In Bradley 2008a the software Pliny (Pliny 2007) is described as a tool to support traditional scholarship, which, in turn, is assumed to be based on the reading of primary and secondary texts and the eventual writing of new secondary texts that describe an interpretation that has emerged in the scholar’s mind as s/he worked with his/her materials (p. 266). In that paper I described mechanisms – there called affordances – that Pliny provides to support personal annotation and the use of personal annotation to support the development of an interpretation.

Fig. 1 (taken from my presentation at the DH2008 conference: Bradley 2008b) shows, in a way somewhat different from that shown in Bradley 2008a, where Pliny is meant to fit in the three-stage processed described in Bradley 2008a.

Perhaps this figure makes it more evident that Pliny fits between two borders that separate public and personal space: one that takes non-personal materials as inspiration in (on the left) and a second one (on the right) that puts personal materials out into the public domain again in the form of a book or article. In past work on Pliny I have focused primarily on the boundary on the left in Fig. 1 and on how the computer might support the development of a personal interpretation (in the middle). For this poster I’d like to extend some thinking, and promote some thinking by others, about the boundary between the public and personal space that is shown on the right – output from Pliny rather than input into it.

Section 6 of Bradley 2008a described the beginnings of a kind of strategy for how to use Pliny’s interpretation development affordances to support the writing of a traditional presentation. It also touches on the way that Pliny can export its formal model of the materials it holds about an interpretation into a computer-ontological-kind of format – currently Topic Maps (Biezunski et al., 2002). There is certainly interesting further work to do to explore the potential of the formal output of Pliny materials to represent scholarly thinking in, say, XML, but this is not the focus of this poster. Instead, I would like to focus on strategies that could be built into Pliny to assist its user in the transformation of materials that s/he has put into Pliny into a traditional prose text.

The task of putting ones thoughts into the linear order of a text that is understandable to others is quite evidently a difficult one, and although a 2D Pliny-like representation of the things one wishes to discuss is helpful, it seems, by providing a holistic personal overview of your materials that could be used to guide writing, the task of taking this overview and transforming it into prose is still difficult. There seem to be two issues: one is captured by the seeming difficulty of fully representing a 2D hierarchical Pliny reference space as a 1D (temporal) hierarchical object that is, superficially at least, the basis of scholarly writing. The second relates to what happens to personal materials such as the kind of notes one makes in Pliny – insights perhaps – when they become public objects. Catherine Marshall (Marshall 1998, pp. 40-42, and again in Marshall and Brush 2004) categories personal annotation, for example, as different from public annotation – more informal, more terse, likely often even enigmatic to the outside reader – and it is in this difference that perhaps the challenge of transforming a collection of these things into prose meant to be read by others also resides.

There is, of course, a substantial amount of work that theorises about the act of writing and reading. I confess that I am not in a position to fully take all of this in, although among my readings in this area I have found the work of George Landow (see, for example, Landow 1997), to be as close as anything else I have read that tries to blend theoretical and practical in ways that provide useful pragmatic clues about the process. My aim with Pliny is primarily practical rather than theoretical, although I would wish, where possible, to do work here that would be informed by whatever practical insights can be drawn from the theorising that has been done about scholarly writing. An alternate, and definitely more practical stream of thinking comes from computer science in the work of Marshall, Frank Shipman and others on software like VIKI and VITE and with social sci-
ences theorists in their thinking about tools to support qualitative analysis (see Shipman et al. 1995, and Hsieh and Shipman 2000 for a computer science perspective and Pandit 1996 for an overview of that from the social sciences). In between, perhaps, is the work of Linda Flower, who in Flower 1988 recognises the rhetorical element in the act of transforming ideas into prose. Much of Flower’s article is based around the transformation of what she calls the “writer’s web of purpose” (pg 532-534): a verbal image that seems compatible to the graph-oriented model for ideas that Pliny supports.

Work in Pliny so far in this area has been influenced mostly by some of Marshall and Shipman’s work and has centered on recognising the challenges inherent in taking a 2-D Pliny representation of an interpretation and expressing it satisfactorily in the seeming essentially 1-D temporal context of scholarly writing. The Pliny user can, of course, create an object specifically to represent a piece s/he is writing, assemble issues of interest and play around with them to find a set of relationships between them that work best, and then use the resulting 2-D space to think about a 1-D ordering that will guide her/his writing. Pliny can currently look for and exploit in a rudimentary way such visual structures that the user has created to guess how the space might be best mapped into one dimension, and work is now underway to enhance Pliny’s ability in this area through applying some of the facilities described in writings about VIKI. Some work has been done as well to assist the user in managing the mix of public and private objects in his/her Pliny connection so that ones aimed at the public are exported to be taken up in the writing of an article.

The questions to be asked, then, are (a) what are the intellectual challenges to taking a holistic 2D model of an interpretation of the kind one can build in Pliny and turning it into a text, and can Pliny assist this in ways better than it does now, and (b) what issues arise in the transformation of private materials such as one accumulated in Pliny into a public text, and can Pliny help there more than it does now. I’d be delighted to hear ideas from conference attendees.
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The Harvester of Iconclass
Metadata: a web service for subject classification and subject retrieval in cultural heritage information systems

Hans Brandhorst
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Etienne Posthumus

Summary

The importance of controlled vocabularies for the cataloguing of literary and visual sources by museums, libraries, and archives can hardly be exaggerated. Important organizations like the Library of Congress, the Getty Foundation, and OCLC have been promoting standardization by making thesauri and classification systems available online. However, complying to such a standard often means transferring descriptors from the online vocabulary system to another application, thereby isolating them from their context. While this is annoying during the production phase, it is fatal at retrieval time, because an end user should have access to the context of a descriptor while querying a catalogue. This poster demonstrates a web service for Iconclass, a multilingual subject classification system for cultural content that is used from Finland to Italy and from Germany to the US, which solves this problem. The service makes the Iconclass system available as an ‘add on’ to database management systems and online electronic catalogues. The Iconclass metadata harvester uses OAI-PMH to gather Iconclass codes, supporting special retrieval browsers within local websites, while creating a single access point for thematic searches across multiple online databases.

1 The authority paradox

When using an online classification, a thesaurus or some other form of controlled vocabulary for cataloguing, we are sooner or later confronted by what could be labelled the authority paradox. The core of this paradox is that using a terminology authority in essence means selecting specific terms from the authority system and copying them to records of a local catalogue. However, the instruments that are available to cataloguers to select the most appropriate descriptors from the authority system, are not automatically available to the end user of a catalogue.

By definition vocabularies like classifications or thesauri—or, perhaps more fashionably, ontologies—are systems with a structure. This structure may be more or less complex, but at the very least there will be some basic inner organization. An example of such an organizational structure is that of the broader and narrower terms of a hierarchy. Simple hierarchical subordination is only one of various techniques to help a user find descriptors. Keywords may be added to help the user find the most appropriate concept; cross references may connect related concepts; redirects may point from non-preferred to preferred terms; scope notes explain the intention of a term, while links connect concepts across the languages of a multilingual system... these are just a few examples of additional, often quite sophisticated instruments to help one make the most of the authority system. No matter how simple or complex the structure of the authority system is, its default use will often be limited to the transfer of the standardized term for an artist, a place-name, a profession, or an iconographical feature from the system to the catalogue. It would obviously cause an enormous amount of redundancy if one were also to copy all of the parent terms in a hierarchy, let alone if one were to transfer all the terms to which a chosen descriptor may be related—if that were at all possible.

Based on the simple fact that it copies its descriptors from ‘authority system X, Y or Z’, a catalogue may claim to be compliant with that authority. However, this proce-
dure of transferring terms, isolating them from the structure that embeds them, clashes with the purpose of complying with an authority system. Or, at the very least, the resulting catalogue will fail to offer to its end users the features that turn authority systems into actual ‘systems’.

2 SKOS version of Iconclass as an external thesaurus add on

How the web service of Iconclass—in a SKOS version—functions as an add on may be efficiently demonstrated with the help of the preceding illustration, a screenshot of the Imdas database management system which offers Iconclass as an external thesaurus to its users.

Using a simple i-Frame and a local style sheet, Iconclass is shown—here in its German form—as a tree of concepts inside the Imdas application. Any browse action refreshes the content of the tree by triggering a request for updated information to the Iconclass server.

3 Restoring the link for retrieval: the Harvester for Iconclass Metadata (HIM)

The previous illustration suggests how terms may be transferred from the external authority system to the local database at production time. It also suggests that the transfer of the alphanumeric notation that accompanies every concept and assigns it a unique place in the hierarchy, suffices to link a database record to a concept and its complete context in the vocabulary system. It does not illustrate how the link between the individual terms that are copied to the application database and the Iconclass system is restored at retrieval time.

Before we look at how the Harvester for Iconclass Metadata (HIM) service restores this link, we should list some rather obvious assumptions:

A. The catalogue is available on the internet or at least on an intranet that is linked to the internet.

B. All items in the catalogue are identifiable with the help of some unique property, e.g. an inventory number.

C. This unique property can be used to retrieve an item from the catalogue.

Needless to say that the assumption about the Iconclass system is that this is a web service, permanently available on the internet. It may be consulted by human cataloguers, but it is also available for information exchange between computers.

Back to the question of how to restore the link between the copied terms in an application database and the Iconclass system’s server. Actually, the answer is quite simple. Although it is theoretically possible to enrich a catalogue by absorbing major parts—or even the whole—of the Iconclass system, by far the easier strategy is to reverse the procedure, limit the information stored in the local database to Iconclass notations and then enrich the Iconclass system with information about the catalogue. What makes it so easy to export information about a catalogue that uses Iconclass for its subject access, is the simple fact that Iconclass is a classification system. Therefore, every concept in the system, with all of its links to other concepts and its translations, corresponds to a single code, or ‘notation’. Like barcodes or ISBN-numbers these notations are thus very concise containers of information. These concise containers can easily be harvested using the Open Archives Initiative’s Protocol for Metadata Harvesting (OAI-PMH) or customized variants thereof.

Although the Iconclass codes and the unique identifier of the object (e.g. a catalogue item) to which they have been assigned can be supplemented with other types of metadata, the Iconclass codes and the identifier are the most essential requirements for the harvesting service to work.

The illustration above summarizes in a single picture the essential elements of the service. What you see there is the first row of a thumbnail gallery incorporated in the French Emblems website at Glasgow University (http://www.emblems.arts.gla.ac.uk/french/search.php). Above the thumbnails you see the concept “song-birds: crow 25F32(CROW)” highlighted. Its broader terms are listed above it. Below it, its narrower terms that were actually used for this catalogue are also listed. Whenever a con-
cept is clicked, the corresponding Iconclass notation is sent to the central Iconclass server. The server then returns the object identifiers to the local database. These identifiers are subsequently used to retrieve the corresponding objects from the local database. In the small box at the top simple and complex keywords searches may be entered in the various languages of Iconclass, i.e. English, German, Italian, or French (partial translations exist in Finnish and Dutch).

By providing Iconclass through a web service, all users have access to the same, i.e. the present version of the system. Editorial changes are instantly available. If a local database merely stores codes, its users have access to the various languages of the system, and the full context of every concept—an efficient way to overcome the authority paradox.

The aggregator website www.arkyves.org—a single access to over 150,000 objects indexed with Iconclass—will be shown as part of the poster, in addition to the Iconclass web service.

Iconclass computing:
Arkyses
W.G. Plein 124
1054 SG Amsterdam
The Netherlands
tel +31 20 616 1039
e-mail: info@arkyses.org
website: http://www.arkyses.org

Iconclass content:
Rijksbureau Kunsthistorische Documentatie
PO Box 90418
2509 LK The Hague
The Netherlands
tel +31 70 33 39 777
fax +31 70 33 37 789
e-mail: iconclass@rkd.nl
website: http://www.rkd.nl

Appendix—reaction to reviewers’ comments

Review 1: A somewhat outdated description of the basic idea of the Harvester of Iconclass Metadata can be found at: http://mnemosyne.org/IIHIM/overview.rst.html

Although some details and names have changed, the underlying principle is unchanged: classification codes and a unique identifier for the item to which the codes (descriptors) have been assigned are harvested and stored in a central database. The codes are parsed and interpreted. All of its implicit properties (textual definitions and their translations, keywords, hierarchical links, cross references, etcetera) are then extracted from the Iconclass datafile and linked to the code. All search and browse actions at the client’s website are then compared with the information stored in the central database and results are sent back to the client’s system. This procedure is necessary for two reasons: A) technically Iconclass is a complex system and it would be very expensive—and redundant—to create search and browse software for each client system; and B) for a single catalogue item many descriptors (sometimes dozens of codes) may be used simultaneously. The textual information and other properties implicit in all codes that were assigned to a single item have to be made available to the end user simultaneously. The way to manage this efficiently is by storing all information in a central database.

Due to special features that were designed prior to the digital age, Iconclass is technically more complex than most classifications, so if the software works for Iconclass—which it does—it can in all likelihood cope with other classification systems as well. The add-on is a proprietary tool, but it is made available for free to any institution which is prepared to share (part of) its (meta)data.

Review 2: Since there is only one online version of the vocabulary all changes are made centrally. Most changes will be additions of more specific concepts, so they won’t affect existing documents. At most older documents will not take full advantage of increasing specificity in later versions of Iconclass, unless they re-edit certain descriptions. Existing concepts have almost never been withdrawn or given new meaning in the 35 years of Iconclass’ usage history.

There is no room here to expand on the idiosyncracies of Iconclass as a classification, but their presence is well documented in earlier literature (in particular in special issues of Visual Resources). The complexity of the code structure sets Iconclass rather apart as a classification. However, there are some parallels with biomedical searching techniques (Collexis, fingerprinting, Knowlets, WikiProfessional) that may be worth investigating. It goes without saying that, financially, these tools are in a very different league...

The ambition of HIM is not to be innovative per se, but to offer a cost-effective solution to a problem—“how to make the most of the use of Iconclass”—that would otherwise require expensive software and the reinvention of the wheel for every collection using the system. In the world of the Humanities that in itself may be seen as an innovation.
Modelling the Prosopography of the Royal Portuguese Court in the Sixteenth Century

Andreia Carvalho
King’s College London
andreia.carvalho@kcl.ac.uk

The poster will describe the digital component of the research project developed in the course of my PhD in Digital Humanities at King’s College London.

The project features a prosopographical study of the high officials of the Royal Court during the reign of John III, king of Portugal (1521-1557). The poster will demonstrate how a relational model was used for that purpose: the research aims at identifying a particular group of people, detecting their socio-economic characteristics, and uncovering their patterns of behaviour in the context of early modern court politics.

Despite being a small country, in the sixteenth century Portugal possessed a large royal court. I am interested in the human configuration of this structure; who are the men who govern the kingdom and surround the king? This question can be addressed through an analysis of their offices and of their social and economical background. A further analysis of the nature of the relationship between these actors and their (collective or individual) relationship with the king will also provide insights on the nature of influence and the negotiation of power in royal courts during the Renaissance.

The ultimate aim of the project is to publish an online version of the database, which will make it available to other researchers as well as the general public. However, this poster will describe my research rather than focus on the implementation of that database.

The use of relational databases for prosopographical purposes has been a recurrent practice in historical research since the 1980s. At the Centre for Computing in the Humanities there are several projects devoted to prosopography. Both the Prosopography of Anglo-Saxon England (PASE) and the Prosopography of the Byzantine World (PBW) have now become laboratories for the relational modelling of historical sources. This led to the development to what Bradley and Short called a ‘highly structured approach to historical data’, or ‘new-style prosopography’ (Bradley and Short 2005).

One of the major challenges of this project was to test, adapt and revise the relational model used in PASE and in PBW.

A prosopographical database is essentially comprised of three elements: sources containing ‘factoids’ about persons. These elements should provide a guide to the modelling stage. The poster will focus on specific issues:

1. How to incorporate different types of sources? The research will include published sources, original (manuscript) archival material and edited manuscripts. The sources are of a wide range, mainly literary and administrative. This diversity challenges, for instance, notions of authorship. Who is the author of a royal letter: the king, the person who drafted the letter, or all the officials who authorized and signed the document?

2. How to deal with ‘factoids’ involving several actors/agents? In the relational databases developed at King’s College London, a factoid is an ‘assertion by a source about one or more persons’ (Bradley and Short 2001). The database revises the solution adopted in PASE and PBW, where an ‘event’, although being a ‘factoid’, was effectively separated from the ‘factoid’ table. The model presented here reconfigures these tables and adopts a different approach. The solution was to introduce an intermediary table called ‘PersonInFactoid’, which combines ‘factoids’ and persons, associated with an authority table that specifies the role played by each person in a given ‘factoid’.

3. How to organize the different types of ‘factoids’? This is done by the use of authority lists that in fact can ‘manage’ the ‘factoids’. The database retains the authority tables used in PASE while simplifying and at the same time tightening their structure.

4. Finally, can it be possible to design a database that allows users to search for things not envisaged when doing the initial research? In fact, either the developer or the future users might want to access further data. Although the diverse types of factoids reflect the specific research questions of the project they do not compromise the assertions conveyed by the sources – these are kept in the factoid table.
The process of analysis and database design produced a ‘lighter’ and modified version of the PASE database structure. The poster will show the different tables created and their relationships, highlighting the problems and constraints of modelling the sources to the digital model. The input process will be done using a source-driven approach, that is, the information in the database will be information found in the corpora of sources used.
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Inventing the Future of AI for Games: Lessons from EMPath

Sherol Chen
University of California, Santa Cruz
sherol@soe.ucsc.edu

The space of Narrativity has had the benefit of being explored for centuries. Technology, however, introduces a new factor to pioneer by expanding the possibilities of both the experiencing and the telling of a story. Advancements of AI provide a multitude of techniques for the process of authoring and the actual authoring of stories in games. This process, however, is not so straightforward, and has proved to be extremely challenging in practice. Narratives in games, although sharing similar narrative qualities of its medium predecessors, deliver a highly interactive experience, making games a matter of new media and new analysis. The purpose of this talk is to demonstrate and give an idea of what the contrast is between the theories and models created in academia and the practice of industry in using technology to express compelling and believable experiences.

Introduction

With emphasis on the advancements of believability in areas of sound and scene, the advancements in the believability or complexity toward intelligent interactions within commercial video games are comparably lacking. Certain games aim to leave the story up to the user’s imagination, while others reduce user agency to create an artistically inspired story, and still, others are focused on procedurally creating a story that has both high user agency and dramatic significance. Arguments that support story games demonstrating high levels of intelligence claim that with the incorporation of Drama Managing, Multi-Agent Systems, Reactive Planning, and other sub-areas of AI will come a new frontier in experiencing and telling stories reducing traditional conflicts (Mateas 2001). On the other hand, game developers in industry are resistant against these ideas due to the complications that come along with adding such methods. Efforts in commercial games have been more successful in making the most out of scripted stories, maximizing from sound and scene, and sacrificing certain qualities in order to strengthen others. In addition to surveying the areas that are currently researched in academia and discussing games developed through research, there will be a demonstration of the EMPath project. EMPath is a prototype sized, adventure game that utilizes the Declar-
ative Optimization-Based Drama Manager (DODM). This prototype game, developed at UC Santa Cruz, is a real-time playable game that uses the DODM architecture and has been tested on over 100 users. The purpose of this demo is to exhibit a novel AI-based approach to interactive storytelling, as well as provide a concrete example of the challenges in the design process. Figure 1 is a screen shot of the dungeon map in the original EM-Path game (Sullivan 2009).

![Figure 1. The 5x5 map world of EMPath.](image)

**Drama Management**

A drama manager (DM) monitors an interactive experience, such as a computer game, and intervenes to shape the global experience so that it satisfies the author’s expressive goals without decreasing a player’s interactive agency. Most research work on drama management has proposed AI architectures and provided abstract evaluations of their effectiveness. A smaller body of work has evaluated the effect of drama management on player experience, but little attention has been paid to evaluating the authorial leverage provided by a drama management architecture: determining, for a given DM architecture, the additional non-linear story complexity a DM affords over traditional scripting methods. This poster will propose three criteria for evaluating the authorial leverage of a DM: 1) the script-and-trigger complexity of the DM story policy, 2) the degree of policy change given changes to story elements, and 3) the average story branching factor for DM policies vs. script-and-trigger policies for stories of equivalent quality. Figure 2 illustrates the decision-tree representation approach in evaluating authorial leverage. For preliminary studies in evaluating complexity of the drama manager, thousands of partial stories were generated and used to train and test decision trees using the J48 algorithm implemented in Weka, a machine-learning software package.1 Partial stories (the independent variable) are represented by a set of boolean flags indicating whether each plot point and DM action has happened thus far in this story, and, for each pair of plot points a and b, whether a preceded b if both happened (Chen 2009).

![Figure 2. Zoomed-in view of a decision tree that has learned from the DM.](image)

**Lessons from EMPath**

Gains for creating a more intelligently interactive story need to be proven through subject testing and other types of evaluation. In particular, there are two metrics that need to be established: one to show overall improved experience, and one to show the lightening of authorial burden. These approaches are demonstrated in previous experiments with EMPath; however, the prototype games that are feasible for research have difficulty demonstrating significant results due to the scale of these smaller games. Other challenges that arise from implementing and evaluating AI systems are as follows (Chen 2009):

- **Authoring:** Incorporating an AI system creates the burden of domain understanding, forcing an author to break traditional habits in authoring.

- **Evaluation Measures:** Story qualities must be mathematically represented in order to show improvement or to encourage better interactions.

- **Player Modeling:** AI systems often depend on predicting and anticipating user actions and motivations. The system would need to model human tendencies mathematically.

- **Simulation:** Experiments designed to run offline, according to the system’s user model are needed to provide authorial leverage and sanity checks for story evaluation comparisons.

- **User Testing:** Users need to notice a difference in their overall experience when using the AI system versus not using the AI system. Experiments need to
be carefully designed to show improvement in the user data.

- **Game Design:** The game must be designed to be able to demonstrate such differences. In general, games that are created for research purposes are often not expansive or large enough to show significant results.

- **Trail Blazing:** Finally, a great challenge in creating AI systems is that evaluation measures and user study approaches have not been rigorously tested for these purposes.

**Dimensions of Narrativity & Interactivity**

Taking another look at Narratology, establishing a more complete understanding of narrative may help ameliorate some of the challenges in designing and testing AI systems. If there is a better understanding of the objectives that an AI system is aiming toward, then the space of story that it creates may be more easily evaluated. For instance, reducing the space of possible stories by fixing the ontological variations in an interactive story space reduces the variety of experiences, but results in a more focused output. With a fixed and linear diegetic universe, both the author’s artistic vision is maintained and, as a result, the dramatic significance of the vision. Research can begin by finding ways of delegating types of discourse actions and performing them on a fixed set of plot points contingent on the actions of the user in trying to optimize user agency under those conditions.

The new adaptation, instead of being a model for narratives, will serve as a model for interactive experiences. The four dimensions are: temporal (an axis to situate time), event space (an axis for delineating the occurrences in a story space), foci (the experiential views from intelligent existents or perspective), and discourse (an axis for determining the means of how a story is told). For further explanation of the relationship between these dimensions, it helps to “fix” or ignore one or more of the dimensions.

**Conclusion**

Overall, this presentation will deliver a broad understanding of the ways in which AI can integrate with interactive stories and create a diversity of experiences and outcomes. In contrast to commercial games, the process of interactive storytelling provides insights into the endeavors of universities and research institutions pioneering the area through advancements in AI. Additionally, there will be a live demo of the EMPaTH project in conjunction to a discussion of the difficulties and challenges in the counter-intuitive design process of a story that utilizes concurrent technologies of AI. Ultimately, this demo will be a case study towards gaining a deeper understanding of the challenges to be faced before what is possible in storytelling can be made practical through the intersections of the arts, sciences, industry, and academia.

**Notes**

1http://www.cs.waikato.ac.nz/ml/weka/
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This poster will report on progress made in the Reader Study related to the use of the Henry III Fine Rolls project resources. A poster on the research framework and phase one of the study was presented at the Digital Humanities conference in 2008. Since then (June 2008), the authors have continued work on later phases of the study, completing the document analyses, defining a research profile out of the sample data, and evaluating, developing and revising the methodological framework. This poster will report and comment on these findings.

Project Summary

The Henry III Fine Rolls (http://www.frh2.org.uk) is a collaborative project funded by the Arts and Humanities Research Council (UK) between the National Archives in the UK, the History and Centre for Computing in the Humanities departments at King’s College London, the Department of History and American Studies at Canterbury Christ Church University. At the core of the project is the study of the medieval primary sources known as the Fine Rolls. Dating back to the 1170s, these documents written in Latin on membranes of parchment were issued by the royal Chancery to record agreements made with the king to pay a certain sum of money for specific benefits. Those that witness writs for the whole reign of Henry III (1216-1272) were never published properly and in their entirety before the Henry III Fine Rolls project took the initiative to do so.

The outcome of the project, currently in its second phase, is both a resource website and a set of printed volumes containing the calendared edition (an English summary of the Latin records) of the Fine Rolls.
Reader Study
This dual editorial effort has raised questions about presentation formats pertinent to the two media and presented challenges for the historians as well as the digital humanities researchers involved in the project and the publisher. The process of negotiating and envisaging different ‘material’ solutions for the two types of published resources presented the authors with an opportunity to examine this parallel production process and to inquire about the social processes that influence the ways in which scholarship is embedded in published outputs, both in print and digital form.

Therefore, the reader study was conceived to:

• Reflect on the material actualisations of the Fine Rolls hybrid edition;

• Evaluate the use of this hybrid edition to tackle old and new research questions;

• Establish the effectiveness of particular features of each medium in creating bridges between the print and web resources;

• Articulate general heuristics that can be used in the design of other hybrid digital humanities projects.

As summarised below, the poster presented in 2008 developed a framework for this exploratory study using established data collection methods from information seeking research, in particular those developed for the report Scholarly Work in the Humanities and the Evolving Information Environment (Brockman, Neumann, Palmer & Tidline, 2001).

This methodological approach is qualitative, striving not to achieve statistical significance but rather to develop a nuanced picture of the work performed by scholars using this and like material. The decision to use qualitative methods has forced the authors to limit the number of participants to a small group, collecting information by email and face-to-face interviews and through content analysis of research material. The participant sample throughout draws from members of the Fine Rolls research team who have written materials using the edition, but also on a small sample of researchers from the wider scholarly community who perform text-based archival research with documentary primary sources that date back to the late Middle Ages.

Analysis of the materiality of the fine rolls edition in 2008 was coupled with an initial examination of distributed questionnaires and document analysis of material written by study participants on the use of this or similar editions. Emerging trends from this exercise suggested that scholars do possess a high familiarity with primary sources through continuous direct access. In addition, the authors found that participants tend to cite a core set of sources over and over again. These key sources mainly consist of facsimiles, editions or reference works that give access to a substantial corpus of primary sources in various forms.

This poster will report more specifically on how scholars from this community perceive and overcome obstacles related to access or use of materials in performing research, and share general attitudes about what constitutes a successful research process (Dervin, 1992; 1998). In addition, it will identify and report on information patterns for the community, defining the types and formats of sources that are used, including insights into use of access resources (Brockman et al., 2001; Palmer, 2005). Findings from this phase will confirm whether or not the research process of participants conforms to Palmer’s mode of access for humanities scholars (2005).

In addition, this poster will isolate the bridging tactics (Wilson, 1999) employed by scholars when moving between digital and print materials, in order to more fully develop a lexicon of connective structures for hybrid editions. Finally, a preliminary testing plan for evaluating the design of the Fine Rolls will be presented.
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The need to “develop and maintain open standards and robust tools” was one of eight key recommendations in Our Cultural Commonwealth: The Report of the American Council of Learned Societies Commission on Cyberinfrastructure for the Humanities and Social Sciences. It has become increasingly apparent that if digital humanists are to have the right tools for their work, they will have to build some of them themselves. Indeed, many humanities scholars and social scientists have already built valuable digital tools over the years, including software and systems for text processing, markup, visualization, metadata generation, cataloging, GIS, and a number of other humanities-related tasks.

In the past seven years, the Center for History and New Media at George Mason University has expanded its focus from creating web resources for educational, scholarly, and general audiences to include several major open source software projects. Making this transition has involved a considerable challenges, but also some significant opportunities. In this panel the directors and developers of these digital tools will speak about the challenges of creating software for scholarship, research, web publishing, and course management; discuss where their tools are today and how others can get involved in their production; and talk about future plans and trends. Three projects will be highlighted:

Zotero
For research management, CHNM has created Zotero (http://zotero.org), an easy-to-use yet powerful research

---

Notes

1The first two volumes (Dryburgh et al., 2007; 2008) have already been printed in collaboration with the publisher Boydell & Brewer, and a third is under production: another five volumes will be published to complete the edition.

2That is, extant both in a physical and virtual environment. For a fuller treatment of this, see Ciula and Lopez (forthcoming).
tool that helps users gather, organize, and analyze sources (citations, full texts, web pages, images, and other objects), and share the results of their research in a variety of ways. An extension to the popular open-source web browser Firefox, Zotero includes the best parts of older reference manager software (like EndNote)—the ability to store author, title, and publication fields and to export that information as formatted references—and the best parts of modern software and web applications (like iTunes and del.icio.us), such as the ability to interact, tag, and search in advanced ways. Zotero integrates tightly with online resources; it can sense when users are viewing a book, article, or other object on the web, and—on many major research and library sites—find and automatically save the full reference information for the item in the correct fields. Since it lives in the web browser, it can effortlessly transmit information to, and receive information from, other web services and applications; since it runs on one’s personal computer, it can also communicate with software running there (such as Microsoft Word). And it can be used offline as well (e.g., on a plane, in an archive without WiFi).

Zotero has surpassed the milestone of over a million users and more than a hundred colleges and universities now actively recommend Zotero to their students, faculty, and staff. The Zotero project has received recognition in PC Magazine’s “Best Free Software” issue. Through the open source community, Zotero has been translated into 40 languages, ranging from Arabic to Vietnamese.

Omeka

For web publishing, CHNM has created Omeka (http://omeka.org), a free and open source collections based web-based publishing platform for scholars, librarians, archivists, museum professionals, educators, and cultural enthusiasts. CHNM’s new open source platform for publishing collections and exhibitions online hit a major milestone with the release of the 0.10 Beta release. Designed for cultural institutions, enthusiasts, and educators, Omeka is easy to install and modify and facilitates community-building around collections and exhibits. It is designed with non-IT specialists in mind, allowing users to focus on content rather than programming. Its “five-minute setup” makes launching an online exhibition as easy as launching a blog. Omeka is designed with non-IT specialists in mind, allowing users to focus on content and interpretation rather than programming. It brings Web 2.0 technologies and approaches to academic and cultural websites to foster user interaction and participation. It makes top-shelf design easy with a simple and flexible template system. Its robust open-source developer and user communities underwrite Omeka’s stability and sustainability. Until now, scholars and cultural heritage professionals looking to publish collections-based research and online exhibitions required either extensive technical skills or considerable funding for outside vendors. By making standards based, serious online publishing easy, Omeka puts the power and reach of the web in the hands of academics and cultural professionals themselves.

ScholarPress

As educators increasingly use blogs in their classrooms, CHNM has explored ways to provide open-source tools for educational blogging. Currently an unfunded, staff-generated project, ScholarPress (http://scholarpress.net) is a development hub for educational and scholarly plugins for the WordPress blogging platform. ScholarPress currently offers two plugins: Courseware, which enables teachers to manage a class with a WordPress blog with a schedule, bibliography, assignments, and other course information, and WPBook, which works with the Facebook Development platform to create an (ad- dable by users within the site) using a Wordpress blog. Thus, someone using both Courseware and WPBook can create a WordPress blog, add a course schedule, reading list, assignments, and announcements, and share that information with students through the blog and through a Facebook application that students add. ScholarPress plans future plugins for grading, research, bibliography management, and is working to make plugins compatible with multi-user versions of WordPress, so services like Edublogs can add the plugins and make them available to educations using their services.

“Digital Tools from the Center for History and New Media: Present and Future” will provide audience members with an introduction to each of these tools, the challenges involved in building each, the similarities and differences in building tools for different purposes and audiences, and some lessons learned in making the transition from web development to software development. The format for the session will feature short, 15 minute presentations by four key members of the CHNM tool development team. CHNM director Dan Cohen will discuss Zotero, Managing director Tom Scheinfeldt and Omeka Developer Dave Lester will discuss Omeka, and Creative Lead Jeremy Boggs will discuss ScholarPress.

These short project-focused presentation will be followed by a 15 panel discussion among the presenters in which they will discuss the similarities and differences between the three projects and some of the more general aspects of software development. The balance of the remaining time will be left to audience questions and answers. All four participants live in the Washington D.C. area and will be available during the week of DH09. CVs
The advent of digital technologies has presented archivists with opportunities to provide unprecedented, and increasingly, expected, online access to collections to their patrons. Some archival repositories are now exploring, and in some cases, such as the Archives of American Art Collections Online and the Library of Congress’s American Memory Project, engaging in, the mass digitization and Web presentation of their collections, which allows patrons to perform much of the same research from their homes or offices at any time of day, for which they would traditionally have had to travel great distances and been subject to limited hours of operation.¹

In 2007 the Carolina Digital Library and Archives (CDLA) and the Southern Historical Collection (SHC) began work on a pilot project to explore the most effective methods of mass digitization and gather data on which a full-scale program could be founded. A 2-year, $300,000 grant from the Watson-Brown Foundation of Thomson, GA funded the project. The correspondence series of the Thomas E. Watson Papers, housed in the SHC, was chosen as the subject of the pilot project. Thomas E. Watson,
of Thomson, Ga., was a prominent Populist politician, author, and lawyer, and his correspondence series consists of 8 linear feet of letters and related material written by Watson and his family, friends, and political and business colleagues. The date range of the correspondence series is 1873-1986, with the bulk of the letters dating between the 1880s and 1920s.

One of the challenges facing this project is navigating between providing comprehensive online access while at the same time respecting the intellectual property rights of any copyright holders who may be represented in the collection. Unpublished manuscript materials, such as those found in the Thomas E. Watson Papers, are protected by copyright for 70 years plus the life of the author. For us, that means that any letters written by a correspondent who died prior to 1939 (2009 being the projected publication date for our digital collection) are fair game under general copyright rules. However, any letters written by a correspondent who died after 1939 are potentially still in copyright.

So, if we were not to claim any exemptions to copyright statutes, and we wanted to publish the entire correspondence series on the Web under a strict interpretation of copyright law, we would need to identify all of the authors of the letters in the series, determine the date of their deaths, locate their descendants if their death dates were after 1939, contact those descendants, and request and then obtain permission to use their deceased family members’ letters.

Even though we suspected this effort had little chance of success, we determined that because our project is not only about digitizing the Thomas E. Watson Papers, but also serves as a pilot for a much larger effort aimed at digitizing the entire SHC, we would attempt to do intense copyright research on the materials in the series to investigate thoroughly this aspect of digitizing archival materials. Prior to beginning copyright research, we had already gathered basic metadata (correspondent and recipient names, places from which letters were written, and dates, for example) from all of the 8400+ documents. It took us approximately 91 hours to go through the 8 linear feet of materials in the correspondence series to compile this data. From the information we gathered, we were able to condense and regularize the correspondent list down to approximately 3300 names.

Using a variety of sources, including Wikipedia, the Social Security Death Index, Ancestry.com, and print references, we attempted to positively identify the 3300 names. What resulted was a list of 3280 confirmed and questionable identifications, and 24 unknowns that were simply impossible to identify. We were able to locate birth or death dates for 1709 of the identified correspondents, while for 1571 no dates were available via the consulted sources. Of the correspondents for whom we located dates, 1101 died after 1939, while 608 died during or before 1939.

Of the positively identified individuals who died after 1939, we found that just over 50 had dedicated manuscript collections (or materials in the manuscript collections of other individuals) deposited in repositories. In these cases, we contacted the repositories, asking for their latest acquisition information, in the hopes that it might lead us to descendents of the correspondents from whom we could request permission to digitize their relative’s materials. In most cases, no information was available, and when it was, it tended to be outdated, often well over 20 years old. We were able to obtain current, dependable contact information for the descendents of only two of the more prominent correspondents—Upton Sinclair and Hamlin Garland, both of whom are well-known writers with established literary estates.

The fact that it was so difficult to obtain contact information for the descendents of people who are prominent enough to have dedicated manuscript collections indicates that locating the descendents of the bulk of the correspondents would be daunting and in most cases impossible.

Extrapolating from our experience with the Watson correspondence, we believe that an effort on the scale anticipated in digitizing the entire SHC would be stymied by trying to do in-depth exploration of copyright status and attempting to obtain permission to digitize unpublished archival materials that are under copyright. If we hope to make mass digitization an integrated part of processing archival materials, it is simply untenable for us to consider doing this type of research to determine and obtain copyright.

This does not mean that we should avoid digitizing materials which may still be in copyright, but it does mean that we need to find a different way to approach copyright law to accommodate our needs.

**Relying on Fair Use**

While copyright law was intended to protect creative expression, it was at the same time not intended to be an impediment to further creative expression. Because of that, there are limitations to exclusive rights and remedies in sections 107 to 122 of the Copyright Act that allow for the use of copyrighted materials under some circumstances. As the current copyright law was written
in 1976, however, its authors did not anticipate the ways in which digital technologies would change the potential uses of copyrighted materials, and we must interpret these limitations and remedies to determine which might best apply to the mass digitization of archival materials.

A close examination of the possible limitations and remedies available to us in the law as it stands indicated that the most reasonable option for us is to use the fair use provision. Section 107 of the Copyright Act – Limitations on Exclusive Rights: Fair Use, states that ‘use by reproduction in copies or phonorecords or by any other means specified by that section, for purposes such as criticism, comment, news reporting, teaching, scholarship, or research, is not an infringement of copyright.’

The Supreme Court, in its ruling in favor of the defendant in *Stuart v Abend*, stated that: ‘fair use … permits courts to avoid rigid application of the copyright statute when, on occasion, it would stifle the very creativity which that law is designed to foster.’

Weighing our project against the four fair use factors and taking into account the existing case law (of which very little applies to archives and special collections) we have developed an argument which we feel allows us to legally publish our digitized manuscript collections online. Unfortunately, the only way to know with certainty that a use is considered a fair one is to have it resolved in a federal court. The thought of such a court battle constitutes a worst-case scenario for us, but given the precedents already set by the courts, we are unlikely to become involved in such a situation.

Given these circumstances, it is reasonable for us to continue to serve our patrons in the most effective ways possible by accepting this risk and forging ahead with mass digitization. In order to maintain the level of service researchers are increasingly coming to expect, it is imperative that archives and special collections forge ahead with mass digitization without fear of recrimination.

References
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Notes

1Ricky Erway and Jennifer Schaffner’s paper, “Shifting Gears: Gearing Up to Get Into the Flow,” discusses the changing expectations of archival user communities, as well as the changing role of the archivist in the face of developing digital technology.


3*Stuart v Abend*, 495 U.S. 207, 236 (1990)

4They are, in brief: 1. the purpose and character of the use, including whether such use is of commercial nature or is for nonprofit educational purposes; 2. the nature of the work itself [whether it is a factual or creative work]; 3. the amount and substantiality of the portion used in relation to the copyrighted work as a whole; 4. the effect of the use upon the potential market for or value of the copyrighted work.
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In this poster we discuss the nuts and bolts of our implementation of Greek morphology in a five-million word corpus, that of the Perseus Greek texts. Many disparate elements, and the efforts of many different people have come together in this project. Dik & Whaling (2008) describe how initial data was gathered from multiple sources; the current paper describes what went into the final product:

Disambiguated Greek texts: Early Greek Epic and the New Testament

The two sources of data from which we were going to bootstrap our project came with their own specific features: The two disambiguated corpora used different data specifications, which had to be compared and made uniform, and brought up to the standard that we wanted. However, it did bring us two large swaths of data of 350K words in total with which to seed our part-of-speech analyser, TreeTagger.

Morphological analysis from the Perseus project

The training data alone were not going to be adequate to produce a full lexicon for TreeTagger. We decided to supplement it with the output from Perseus’s Morpheus tool (Crane 1991) of all possible parses for the full corpus. This greatly enhanced TreeTagger’s accuracy on rare words not encountered in the training data, but also generated many redundancies and inconsistencies which made it hard for TreeTagger to build a proper decision tree. It was a continuing dilemma to those involved in the project whether we should allow more correct input to eventually weed out the many incorrect parses, or to remove incorrect parses from the input directly. Some effort was made to remove incorrect input: A 28 MB lexicon was reduced to less than 23 MB, but this represented only a portion of problematic entries.

TreeTagger

TreeTagger (Schmid 1995) is the proprietary software we used to assign part-of-speech tags (in effect, a full morphological disambiguation in a ten-slot morphological code plus a lemma). We trained TreeTagger in the first instance on the basis of the New Testament data, and added 40,000 words total in representative 1000 word samples from the rest of the corpus. New sets of samples were prepared with TreeTagger disambiguation, for which we used earlier disambiguated samples, plus our initial New Testament samples, as input.

Disambiguation (internal)

On the basis of earlier work on Czech and other languages, we decided that 40,000 words would be an adequate sample. This disregarded the fact that most research in natural language processing is actually done on more homogeneous texts than our samples of Greek literature, such as Reuters news items. Clearly, a more homogeneous input makes for higher accuracy within the source corpus, but we had no such luxury. An early indication was the high accuracy rate achieved by TreeTagger when trained and tested on Homeric Greek, which is a highly homogeneous, formulaic, subset of our texts. Perhaps the Homeric corpus is in fact the best parallel to Reuters and similar corpora in modern languages - at least the accuracy was comparable.

In more practical terms, undergraduate students of Greek were hired to ‘pick the right parse’ from among possible parses identified by TreeTagger. The disambiguation interface allowed the students to signal alternative parses or lemmas if none of the TreeTagger choices was accurate. Next, in an ‘admin’ layer, items about which there were disagreements among the students or about which comments were entered, were highlighted for review, so that the principal investigator could review these items especially, prior to feeding fully disambiguated texts back to TreeTagger.

Implementation

The centerpiece of our implementation is a SQLite database backend, containing the tokens and parses for the full corpus. It connects the three major components of the system:

- The original Perseus XML files, in which the tokens have been given unique ids as follows, keeping intact all previous markup:

  `<w id="276565">ὦ</w>`

  `<w id="276566">ἄνδρες</w>`

  `<w id="276567">Ἀθηναῖοι</w>`
TreeTagger, which accepts token sequences from the database and outputs parses and probability weights, which are stored in their own table.

Philologic, which serves as a highly efficient search and retrieval front end, by indexing the augmented XML files as well as the contents of the linked SQLite tables. Philologic’s highly optimized index architecture allows near-instantaneous results on complex inquiries such as ‘any infinitive forms within 25 words of (dative singulars of) lemma X and string Y’, which would be a challenge for typical relational database systems.

For a concrete example, in a standard Philologic search box, entering ‘lemma:μῆνις’ will produce this word from the first line of the Iliad, as will a search for ‘pos:*fa*’, as will a search for the original string, ‘μῆνιν’. Criteria can be combined as well, so that ‘lemma:μῆνις;pos:*fa*’ produces only feminine accusative forms of the particular lemma μῆνις.

We continue to explore the possibility of natural language searching as a substitute or alternative to this highly technical way of querying the corpus, and will demonstrate our progress on this front at the conference. The goal is to make it possible for users to type ‘feminine accusative’ as opposed to ‘pos:*fa*’, which will remain daunting to all but the most determined.

Conclusion
We are happy to have disambiguated a large corpus, making available for the first time a large, representative corpus of Classical Greek for morphological searching in addition to searching by string and by lemma — integrated into the existing reading and browsing environment for the texts. However, we are now also prepared to start crowd-sourcing the long tail of incorrect parses. Besides looking up the statistically most probable parse according to TreeTagger and other possible parses, users can ‘vote’ to correct TreeTagger’s chosen parses. Once these votes have been inspected and accepted into the main database, future updates to the corpus will reflect both these local corrections and, over the full extent of the corpus, a more accurate TreeTagger. It is our hope that with the assistance of our users, we will approach higher and higher levels of accuracy, making this tool ever more useful to scholars of Classical Greek.
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This poster will offer an overview of the CFI-funded project Synergies: The Canadian Information Network for Research in the Social Sciences and Humanities, and offer a progress report on the developments that took place in the first year of its four-year funding cycle, to be accompanied by a live demonstration of the alpha version of the web-based search interface.

Synergies is a four-year project intended to be a national distributed platform with a wide range of tools to support the creation, distribution, access and archiving of digital objects such as journal articles. It will enable the distribution and use of social sciences and humanities research, as well as to create a resource and platform for pure and applied research. In short, Synergies will be a research tool and a dissemination tool that will greatly enhance the potential and impact of Social Sciences and Humanities scholarship.

Canadian social sciences and humanities research published in Canadian journals and elsewhere, especially in English, is largely confined to print. The dynamics of print mean that this research is machine-opaque and hence invisible on the internet, where many students and scholars begin and sometimes end their background research. In bringing Canadian social sciences and humanities research to the internet, Synergies will not only bring that research into the mainstream of worldwide research discourse but also it will legitimize online publication in social sciences and humanities. The acceptance of this medium will open the manner in which knowledge can be represented. On one plane, researchers will be able to take advantage of an enriched media palette—color, image, sound, moving images, multimedia. On a second plane, researchers will be able to take advantage of interactivity. And on a third plane, those who query existing research will be able to broaden their vision by means of navigational interfaces, multilingual interrogation and automatic translation, metadata and intelligent search engines, and textual analysis. On still another plane scholars will be able to expand new areas of knowledge such as bibliometrics and technometrics, new media analysis, scholarly communicational analysis and publishing studies. This poster will introduce the main goals of the Synergies project and the impact it will have on the production and dissemination of Canadian research.

Scholarly research and communication are undergoing an evolutionary transformation. Research environments, scholarly communication, knowledge sharing and services are moving to the digital and becoming network-oriented. This evolution raises many new questions about models of knowledge sharing. Emerging research environments, data providers, publishers, and libraries will need to develop and deploy a wide variety of new resource models to address these new realities. These resource models will lower the barriers to access and exploitation of research and information resources, serve the needs of individuals and both general and specialized communities, and integrate new models of publication, annotation, communication and knowledge sharing.

Synergies will provide a needed infrastructure for the Social Sciences and Humanities Research Council (SSHRC) to follow through its in-principle commitment to open access and facilitate its implementation by extending the current venues and means for online publishing in Canada. With Synergies in place the funding of journals based on dissemination effectiveness rather than sales levels will become both feasible for journals and possible as an evaluative criterion for SSHRC funding. The Canadian Federation for the Humanities and Social Sciences, with a membership of over 30,000, has also recently adopted a position in favor of open access and indicate the role that Synergies can play.

Alongside a new web interface and tools for accessing information produced in Canada (with the alpha version to be demonstrated alongside the poster), Synergies will be a digital publishing platform for scholarly publications, with its first goal being to offer digital publishing services prepared to international standards with the lowest cost possible for the editorial production side. This project will thus work as a sustainable, open, e-publication infrastructure for the academy.

In sum, this poster will contain an overview of the project, and progress reports on its five regional components. Synergies is the result of a collaboration among five core universities which have been working together for several years. With each partner bringing its own expertise to the initiative, a genuine collaboration resulted in an infrastructure which was conceived from the start as truly scalable and extendable. Each regional node will integrate the input of current and future regional partners in the development of Synergies, thus continuing to extend its pan-Canadian dimension. For instance, the PKP project will be introduced within the broader context of
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Yaddo and the Yaddo Archive

Founded in 1900 by the financier and philanthropist Spencer Trask and his wife Katrina, Yaddo is an artists’ community located on a 400-acre estate in Saratoga Springs, New York. Its mission is to nurture the creative process by providing an opportunity for artists to work without interruption in a supportive environment. Since its first official season in 1926, the artists’ retreat has hosted more than 5,500 artists, writers, composers and other creative workers including legendary figures such as Milton Avery, James Baldwin, Leonard Bernstein, Truman Capote, Aaron Copland, Philip Guston, Patricia Highsmith, Langston Hughes, Ted Hughes, Alfred Kazin, Ulysses Kay, Jacob Lawrence, Carson McCullers, Sylvia Plath, Katherine Ane Porter, Mario Puzo, Clyfford Still, and Virgil Thomson.

In 1999, in celebration of the community’s centennial, Yaddo and the New York Public Library entered into a unique partnership to ensure that Yaddo’s archive—more than 550 boxes of rare letters, journals, guest applications, photographs, artworks, sound recordings, and other ephemera—would be preserved for posterity and available to scholars and the public. The Yaddo Records, now housed in the NYPL’s Manuscript and Archives Division, constitute a unique resource for scholars in the humanities and of organizational development in that they include intimate letters between Yaddo’s director and many of 20th century’s most distinguished artists and nearly complete records of the organization’s operations from 1900 to the present. In addition, Yaddo has kept detailed records of the arrivals and departures of its guests for nearly every year of operations, making charting the organization’s contribution in building...
social relationships more viable than would otherwise be expected.

**Multimodal Humanities and Yaddo:**

**Making American Culture Exhibition**

When Yaddo opened as an artist retreat in 1926, the *New York Times* hailed it as “a new and unique experiment, which has no parallel in the world of arts.” That statement is still true today. Yaddo has not shed its experimental roots, and as part of its ongoing outreach efforts, it has dynamically begun to embrace 21st century technologies and techniques. And while the experience of the artists at Yaddo might not have dramatically changed in decades, the cultural outreach of Yaddo has been enhanced by digital scholarship projects in the multimodal humanities. David Theo Goldberg and Tara McPherson have advanced the concept of the “multimodal humanities.” As McPherson states, the multimodal humanities “bring together databases, scholarly tools, networked writing and peer-to-peer commentary while also leveraging the potential of the visual and aural media that so dominate contemporary life.” In the case of Yaddo, that media archive can encompass textual, visual, gestural, and aural works spanning the fields of literature, painting, composing, choreography, sculpture, film, video and mixed media.

As part of efforts to foster culture literacy around the opening of a new exhibition on the history of Yaddo at the New York Public Library in October 2008, the Yaddo Archive Project (a database project) and Yaddocast (an enhanced podcast series) were both created. In each project, database logics, participatory architectures, and interpretive spaces coalesce to tackle the complex question of Yaddo’s impact on American culture. While there were different technical and production issues raised by these two projects, this paper will focus on the design of these projects as part of a larger epistemological question around how digital projects in the multimodal humanities mode can further our understanding of cultural literacies.

**The Yaddo Archive Project**

The Yaddo Archive Project (YAP) was not planned as the typical “exhibition website” that simply repurposes exhibition content with online presence. Rather, YAP aimed to use digital technologies to map key information in the Yaddo archive, from other records retained in Yaddo, and from secondary sources (artists’ biographies, letters, and journals) to explore how Yaddo, as an artists’ community, created cultural capital by fostering social capital.

The planned key components of YAP are an interactive online platform that 1) charts the network of relationships that made Yaddo a formidable force in 20th century American arts and letters, 2) map the relationships that were forged during Yaddo visits that later impacted American arts and letters, 3) charts art works (primarily published books, as those are most readily identified by date and accessed via online catalogs such as the Library of Congress and Worldcat) made before, during, and after Yaddo visits with an eye toward demonstrating effects of a Yaddo residency or residencies on subsequent artistic productivity, and 4) an access-protected entry point where scholars and archivists familiar with Yaddo and its artists can contribute new information on the relationships between members of this community (see Fig. 1 and Fig. 2).

**Yaddocast**

In addition to the Yaddo Archive Project, the exhibition also led to the creation of another digital humanities project entitled Yaddocast. Yaddocast is an enhanced podcast series on Yaddo artists. Yaddocast was created to tell the stories behind Yaddo’s artist guests and their creative processes. Each episode of Yaddocast was pro-
duced as a scholarly investigation into creative activity associated with Yaddo, and the project’s utilization of a popular form of web-based media will be addressed as part of its pedagogical aim toward fostering cultural literacy.

**Fostering Cultural Literacies through Yaddo-related Digital Scholarship**

Multimodal humanities projects can be designed to take advantage of the complex database logics and immense bodies of knowledge related to the history of Yaddo. The cultural impact of Yaddo far exceeds the 5,500 artists who have been guests in Saratoga Springs. Artists associated with Yaddo produce cultural works that influence other cultural producers, and members of the Yaddo interact with one another in novel and surprising ways. YAP, for example, utilizes the latest techniques to make those connections and relationships manifest. Rather than publishing one scholar’s take on artistic cross-pol lination at Yaddo, YAP is a dynamic hypermedia system that can be reconfigured based on different searches and metadata criteria. Moreover, YAP is a read-write database, where knowledgeable users or Yaddo artists can add further relevant information.

Second, Yaddo requires a rich media approach to represent its range of cultural artefacts. Since Yaddo is not a doctrinaire artist colony, it supports all different kinds of artworks, aesthetic techniques and artistic styles. Yaddo’s creative output and the richness of its archives are uniquely positioned to show a broad view of American culture since 1926. But that broad purview also requires innovative approaches to representing a variety of media types and forms in digital scholarship. This paper will address some of the techniques used in these two projects.

Third, YAP and Yaddocast engage in a hermeneutics of creativity activity. The relationship between information, form and aesthetics all matter in these multimodal humanities projects. Rather than just being bits of cultural data, the process behind the creative output and the relationships among Yaddo artists are important vectors of meaning, and part of the process of cultural literacy is not just an examination of the end products (books, films, dances, etc) but a more thorough understanding of the usually hidden aspects of the creative process. The artistic legacy of Yaddo’s guests spans almost every art field, and allows for a richness of content that is unmatched by even large museums. But unlike normal museum collections, Yaddo’s archives are tied to a specific space of creative endeavor. That linkage is useful from a multimodal humanities development perspective since it allows for a new set of recombinant cultural possibilities relating to how Yaddo operates as a social network of artists.

Taken as a whole, the digital humanities projects related to Yaddo begin to suggest that, within the digital humanities, there are opportunities for fostering cultural literacies through collaborating with larger publics around web-based forms of scholarship that utilize architectures of participation.
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1. Introduction
This paper’s title, a modified version of President Kennedy’s well known quote, in a metaphorical sense suggests shifting the role texts play in a collection. This shift is based on the growing number of available tools that can be used to enhance textual analysis. We are investigating the effect of tools as generators of what can be done with the texts. We are not advocating a conceptual change in the role and nature of the texts from the literary or textual studies perspective. Rather we suggest a pragmatic role change. In doing so, we believe that new hypothesis about the content of the texts can be posited, or at least their use can be augmented.

Our motivation is based on our experience in the creation and use of a multilingual glossary of nautical terms for the Nautical Archaeology Digital Library (Monroy et al, 2006). In this context, we have seen two major benefits from the glossary that affect both the scholarly practices and the collection. First, it has enabled collaboration among scholars and researchers geographically scattered. Second, how it has broadened the possibilities in the use and understanding of the textual materials—shipbuilding treatises in our case.

2. Dictionaries
Dictionaries have been used extensively in numerous digital humanities initiatives. The Perseus Project (Crane 2002) provides a good example of incorporating dictionaries in a classics collection. The idea behind a dictionary is very simple: an alphabetical list of words with definitions. Yet it has great potential and usefulness when used simultaneously with the contents of a digital collection. Dictionaries also come in various flavors—bilingual or multilingual, thesaurus, specialized, illustrated, and encyclopedic—to name a few. With the use of information technology and the Internet, it has been possible to expand not only their use, but also the way they are created and edited.

Searching for a term in the on-line dictionary of the Real Academia de la Lengua Española (RAE, 2008), for example, presents users with occurrences of that term in all the digitized dictionaries where it has ever been edited; see Fig. 1. Because all editions of the printed version of the dictionary have been digitized, it is possible to visualize the evolution of the definitions of a given term. Although this electronic version of the dictionary in itself is a great resource, one can imagine what could be accomplished if used in combination with a corpus of texts.

Fig. 1 A screen shot of the on-line RAE dictionary depicting occurrences of a term in the collection of digitized dictionaries, on the right is the image of a given occurrence

Arachne (Foertsch 2006) is an electronic repository (database) of the German Institute for Archaeology. Because archaeological objects are scattered across the world, Arachne provides multilingual access and thesaurus. The Getty Thesaurus of Geographical Names (Baca 2004) is another good example of an external tool that can be incorporated into existing textual materials, enhancing searching and browsing.

The LEO on-line dictionary (LEO, 2008) was originally launched as a German-English dictionary in 1995. At present it includes German translations into French, Spanish, Chinese, and Italian. Since its beginning, two of the most remarkable accomplishments have been the
integration of a larger and linguistic diverse editorial team. And the creation of new environments for searching, using, and learning. For instance, the current version allows users to join groups and work together to learn the language; it also enables teachers to organize lessons, see Fig. 2.

Fig. 2 A screen shot of a bilingual dictionary—LEO—depicting translations and definitions

3. Motivation
Although the use of tools for textual analysis is not a new concept in digital humanities, their emergence is reshaping not only the use of textual materials, but also the mere notion of the texts themselves. Impacting in the end how scholarly practices are conducted.

Traditionally, textual scholars can be seen as “consumers” of the texts. They analyze, compare, and study their contents, how they relate to each other, and their historical and cultural contexts to name a few. Rockwell (2003) commenting on a well known discussion about two approaches to texts: as a hierarchical objects advanced by Renear, and as a performance proposed by McGann, states:

If we are to take McGann’s public performance of a reading as an analogue for what we wish to achieve with these tools, we have to think not only about how we represent the text but also about the performance of analysis and the tools that are used to perform this analysis with a computer.

In this paper, following Rockwell’s statement, we describe a change in the role of textual scholars, from consumers (users of the texts) into producers (augmenting the texts) with the use of tools. Our observations are based on the function external tools can play in augmenting the use of the texts; how they can be used; and what can be learned. Therefore, our goal is neither to propose a right approach, nor to compare approaches.

We take this approach for two reasons. First, at a recent textual studies conference (CASTA, 2008) a participant asked one of the presenters regarding the numerous tools available to text scholars: “But don’t you think that quite often the problem with ‘tools,’ is precisely that there are too many of them; and we don’t know what to do?” This is an interesting question because—although coming from a literary scholar with strong background and expertise in using technology for textual studies—it shows the marked prominence of the role texts play in digital humanities, or at least in how humanists perceive their role.

The second reason is based in our experience working in the creation of a multilingual glossary of nautical terms. The glossary has allowed the incorporation of a new layer to the original transcriptions. For example it would be possible to search for a given term in one language and retrieve occurrences in the transcriptions in multiple languages. Also categories associated to the terms can be used for retrieving occurrences in various contexts.

Used in the context of the Willa Cather Archive (The Willa Cather Archive, 2008), Evince—a non-invasive text analysis tool that mediates the integration of analytical data with the text—shows how a tool can enhance the textual materials. What is interesting in this case, is the fact that the tool is being used to augment the study of the texts, hence improving what can be learned from them. Discussing the use of Evince, (Jewell et al., 2008) state:

We posit that integration of analytical data with the reading text will create new possibilities for interpretation informed by textual data, as it will eliminate the need to enter a specialized environment.

4. Our Collection of Shipbuilding Treatises
Shipbuilding treatises are ancient technical texts, both printed or manuscript, that describe the conception and construction of ships, establish the required types and properties of the wood and building materials utilized, and sometimes describe the steps to be followed in their construction. Given their characteristics, these texts can be properly considered as ancient technical manuals. Our collection was started with three Portuguese treatises obtained with permission from the Portuguese Aca-

demia de Marinha and National Library. At present our collection has grown to eleven copies; and includes ma-
materials in Portuguese, French, Italian, and Dutch, spanning a period from the late 16th to the early 18th centuries. Additionally, an English book is already digitized and ready to be added.

In terms of naval and seafaring dissemination, shipbuilding treatises are priceless sources for scholars working in ship reconstruction and studying the evolution of shipbuilding techniques. Moreover, the development of underwater archaeology in the last 50 years propitiated the growth of the archaeological data corpus, which can now be tested against the textual evidence pertaining to the conception and construction of these complex machines. Nautical Archaeology students, on the other hand, study ship treatises as part of their curriculum. Finally, for the general public they are a great source of historical and cultural contexts in which seafaring flourished.

5. The Tool—A Multilingual Glossary of Nautical Terms

The need for the creation of our glossary goes back to an English illustrated glossary included as appendix in an underwater archaeology book (Steffy, 1994). Tied to one language and a printed medium, the glossary’s limitations were evident. But the most pressing reason was the various languages in which the texts in our collection were written. Further, the glossary is essential because nautical archaeology is a highly specialized domain where technical terms need to be explained in order to understand their meaning and context.

Our model uses term as the atomic element. Each term in turn has an associated matrix where columns correspond to roles and rows to properties. Because we are working on a multilingual glossary, we decided to use properties to map languages, while roles map synonyms and spellings respectively, see Fig 3. Each cell at the intersection of role and language can contain zero, one, or more values separated by the symbol |. This implies that each cell can be represented as a vector of values.

Our approach allows scalability and flexibility. For example, we had to add a new language—Venetian—since it was not originally considered, and was requested by one of the scholars. Adding the new language was a straightforward process. Similarly, adding new roles entails the addition of more columns. In both cases both the architecture and the interface scale easily. From the implementation standpoint, we use a relational database for storing terms, synonyms, spellings, and definitions in multiple languages.

Using Lucene—an open source full-text retrieval software (The Apache Lucene Project, 2008)—we are parsing texts and automatically creating links to the glossary. Fig 4 depicts a screen shot of the treatises interface showing the image on the left, and the transcription on the right, with linked terms underlined in blue. Although this process might seem a simple one, implementing it turned out more complicated than expected. The two main reasons were multiple-word entries and the limitations on Lucene’s stemmer to handle 17th-century Portuguese.

6. Conclusion

Our Web-based interface has enabled scholars to work remotely in editing the glossary, expanding its contents and attracting other scholars. This collaboration goes beyond merely the editing of materials remotely. It has allowed us to obtain materials from other libraries and also to engage the special collections library at Texas A&M in the acquisition of original materials.

Figuring from the rich illustrations nautical treatises provide and the numerous ship models in our collection, we want, in the near future, to create multilingual illustrated...
dictionaries, linking them to the texts. As stated earlier, our goal is not to redefine the role of texts in the humanities. But as our experience with the introduction of the multilingual glossary in NADL indicates, tools are shifting the way texts are perceived.
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Archival records and manuscripts are usually arranged to retain their original order when transferred into the care of archivists or manuscript curators. A side effect of grouping records by record creator and retaining the creator’s original organization is that materials are described at the group level—not at the item level. The ramifications for archive searchability are dramatic: Imagine a library where, instead of being grouped together by subject, books were shelved alphabetically by author—and interspersed with each author’s notes, drafts, expense records, and personal memorabilia. This basic difference between libraries and archives is key to understanding why subject-based access to archival resources is both challenging to achieve and very useful when available.

With this in mind, we have developed ArchivesZ, an information visualization tool for archival collections. It enables users to visualize and explore aggregated information relating to the total linear feet, inclusive years and subject terms for archival collections extracted from EAD encoded finding aids.

Chris Anderson of Wired described the power of the “long tail” in his Wired article of the same name. He discussed that the future belonged not to the bestsellers, but rather to “the millions of niche markets at the shallow end of the bit-stream.” There has been much discussion of the long tail with regard to library resources, but it is interesting note that archival materials are virtually all long tail. The nature of archival collections is such that many of those with the greatest desire to access the materials have very narrow and specific interests. It is quite rare that the documents in a single archival collection will be popular, in the sense of a bestselling book. Frequently it is a challenge for humanities scholars wishing to use archival materials to figure out how to approach the search process. Use of a visualization tool designed to support the examination of aggregated information about archival collections could support a more serendipitous process of exploration of materials and the discovery of new avenues of research.

Even the most experienced historian or humanities scholar has struggled with the challenge of locating relevant primary sources. Archival record groups and manuscript collections present unique challenges to researchers. For example, a standard search result list shows only the title and short description for each record group or collection. This list fails to convey the quantity of materials or diversity of subjects covered by the combination of collections returned by the search. A visualization tool that supports examination of cross-collection and cross-institution aggregated data about archival collections could:

- Encourage the browsing and exploration of locally available cultural heritage resources,
- Improve understanding of existing collections,
- Permit easy identification of locations with a rich combination of collections applicable to a particular research project, and
- Increase interest in both the humanities and primary materials.

Encoded Archival Description (EAD) is the international de facto standard for encoding archival finding aids in an XML format. Finding aids include information about who created the records, when they were created, why they were created, what topics the records relate to, and the size of the collection. The archival community has spent much of the past decade encoding existing finding aids using the EAD standard. Up to this point the major selling point of EAD has been as a tool for simplifying the process of publishing finding aids online. While work has been done to create tools to facilitate the encoding of finding aids, the next step is to take advantage of the structured data now available in EAD encoded finding aids. This machine readable data can support the creation of innovative software programs intended to extract, organize, facilitate discovery of and aggregate information about archival resources.

Tools for visualizing archival collections support the needs of three distinct user groups.

- Archivists and manuscript curators can use such a tool to improve their understanding and validate the metadata of the collections at various institutions including their own.
- Literary researchers, historians and humanities scholars can use this type of tool to permit easy
identification of institutions with archival collections fitting the criteria of their research.

• Finally, this type of tool can enable exploration of locally held cultural heritage materials by students and promote use of primary sources. In contrast to researchers who frequently have very specific interests before they examine the collections held by an institution, students in the university setting who are interested in humanities topics are likely not aware of the primary sources available. A tool of this type might encourage the browsing and open ended exploration of locally available cultural heritage resources, and increase interest in both the humanities and primary materials.

Built in spring of 2007, the first version of ArchivesZ is a prototype for just such a tool. Designed to support search, exploration and visualization of archival record groups and manuscript collections, ArchivesZ addresses a major challenge facing humanities scholars - the need to understand the scope and quantity of available archival records and manuscripts.

Further development of ArchivesZ has been supported by a National Endowment for the Humanities Digital Humanities Startup Grant. In this Poster / Demo, we will present the newest version of ArchivesZ in use over a large set of finding aids provided by a wide range of partner archives. Our demo will show the newest version of the tool and we will discuss how this lays the foundation for the future creation of a public tool for visualizing archival collections.

Notes
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Abstract

The traditional view of animation is a medium-specific perspective: animation is a sequence of images on film. In contrast, we employ a wider, interdisciplinary theoretical lens, based on a phenomenological perspective of animation. We describe animation as the experience of artifacts imbued with apparent “animacy,” or “liveliness,” and identify a range of media artifacts where an account of animacy is key to understanding and designing their functionality. These artifacts range from computer interface mechanisms such as bouncing and stretching icons to interactive cartoons that may be used for informational, entertainment, or socio-critical purposes. We introduce the term “active animation” to describe this range of artifacts. Insights from textual analyses in the humanities-based field of animation studies can enable analysis and design of active animation, and likewise animation studies can be informed by insights regarding agency in artificial intelligence research, theories of embodied cognition and conceptual blending from cognitive science, and psychological approaches to movement and perception. To exemplify the technical design potential of our approach, we present a cognitive semantics-based interactive and generative multimedia system that we have implemented called the Generative Visual Renku system as a case study of active animation. The upshot is that our interdisciplinary animacy-oriented perspective highlights how gesture and movement allow interactive and generative digital artifacts to convey non-verbal meaning to users.

1. Introduction

Animacy lies at the heart of many media artifacts imbued with an illusion of life. Puppets and avatars, examples of traditional and digital user manipulated characters, become lively under the control and enactment of performers. Animatronic robots utilize mechanical means to produce the appearance of gesturing and perceiving viewers. Cartoons, manifested through sequences of pictures, can walk like real human figures. Although these artifacts differ from each other in terms of material form, control mechanism, and technology, all of them are animated in a literal sense. The animation of these artifacts hinges upon lively motion as the primary phenomenon of illusion of life.

Meanwhile, the term animation is often narrowly seen as referring to a particular medium, namely a type of film. Indeed, the celebrated filmmaker Norman McLaren describes animation as the “art of movements that are drawn.” (Wells, 1998) Although his quote seemingly privileges motion over medium, the material condition of imagery as drawings is still presumed. In contrast, we call attention to views that deemphasize medium and emphasize liveliness. The animation theorist Alan Cholodenko attempts to generalize the notion of animation as sorts of technology geared toward “endowing with life” and “endowing with motion.” (Cholodenko, 2007) In parallel, many digitally mediated environments such as computer interfaces, websites, and handheld devices have become lively, reactive, semi-autonomous, and graphical. They often construct meaning through perceived movement and embodied interaction. We call digital images engaged in such meaning-making processes “active animation.” Given the ubiquity of such multimedia computing phenomena that are often overlooked as animation, there is need for theory to comprehend how such artifacts convey non-linguistic meaning via animacy and to formulate theoretically-grounded approaches for designing lively multimedia artifacts. This paper articulates this need and presents a new approach to addressing it, including a new form of active animation that we have developed.

2. Theoretical Framework

Our approach to the analysis and design of active animation arises from an intersection of multiple disciplines. Animation and image studies provide us a critical vocabulary for identifying the phenomenon of liveliness as definitional for our area of inquiry. (Arnheim, 1974; Metz, 1974; Mitchell, 1986) For thinkers such as Ludwig Wittgenstein and W.J.T. Mitchell, the term “image” is not limited to material images (e.g. screen images) or optical images, but also means perceptual images (through motor-sensory functions, including the kinaesthetic) or even mental images. It follows that the idea of animation should also extend to considering moving images on the basis of sensory perception and embodied cognition. Cognitive semantics research provides accounts of embodied meaning construction and generation of imaginative meaning through metaphorical projection.
and conceptual blending. (Fauconnier & Turner, 2002; Lakoff & Johnson, 2003; Turner, 1996) Psychological and phenomenological approaches to human-computer interaction are also relevant departure points for investigating the role of interactivity in the perception of liveliness. (Norman, 1988; Shneiderman, 2003)

3. Active Animation: Examples and Analyses

Toward analyzing and designing instances of active animation we introduce two levels of signification: the reactive and the metaphorical. At the reactive level, users make meaning out of liveliness of artifacts through a motor-sensory loop feedback between users and systems – i.e. users perform actions via an interface and perceive their animated effects in the system. Examples include user-interface mechanisms such as the many shrinking, stretching, and bouncing icons in the Macintosh OS X environment and interactive animated comics such as found at www.hoogerbrugge.com.

![Fig. 1 The “genie” effect in Macintosh OS where windows dynamically stretch and shrink](image1)

Such works imbue media elements such as windows and icons with a sense of liveliness formerly unknown in user interfaces. Motion is used to focalize user attention, add spectacle to basic operation, and to allow embodied user action such as clicking to play a role in realizing the meaning of animated content. (Arnheim, 1974; Lakoff & Johnson, 1999) Basic image schemata (skeletal patterns of motor-sensory perception) play crucial roles in user understanding of such works. (Lakoff & Johnson, 2003)

For example, the “dock” area of the Macintosh graphical user interface becomes a container for windows, paralleling the container image schema articulated in (Lakoff & Johnson, 2003).

At the metaphorical level, users construct imaginative motion metaphors through the interaction between embodied gestures and multimedia feedback. The idea can be demonstrated by the water-level interface designed for the mobile phone N702iS and the electronic advertising viral campaign www.comeclean.com.

![Fig. 3 A mobile phone interface where battery level is indicated via the illusion of a water-filled container](image2)

The water-level interface in Fig. 3 comprises a conceptual metaphor in which a container filled with water is integrated with a standard interface element depicting battery-level. This metaphor exploits the liveliness of animated water to present functional information in a lively and playful manner. The website Comeclean.com invokes standard interface mechanisms such as data-entry and mouse-clicking to arrive at a metaphorical projection in which users can wash away the wrongdoings. The site is, in fact, an advertisement for cleaning supplies, yet the metaphorical mapping from washing one’s hands using particular cleaning supplies to washing away confessions of sin is enabled by the active animation interface.

4. A New Form of Active Animation: Generative Visual Renku

As an example of multimedia system design based on our approach to active animation briefly we present an expressive project that we have developed called Gen-
erative Visual Renku. (Harrell & Chow, 2008) A polymorphic poem is a generative digital artwork that is constructed differently upon each instantiation, but can be meaningfully constrained according to aspects such as theme, metaphor, affect, and discourse structure. Our Generative Visual Renku project presents a work of active animation as a new form of concrete polymorphic poetry inspired by Japanese renku poetry, iconicity of Chinese character forms, and generative models from contemporary art.

In the Generative Visual Renku project interactive iconic illustrations are conjoined by a cognitive science based computer program called GRIOT into a fanciful topography. GRIOT, which is a system for composing generative and interactive narrative and poetic works, is used to semantically constrain generated animated output both visually and conceptually.

**Conclusions and Implications**

Today many multimedia computing systems show spectacular animated images that react to user actions with animated feedback. These artifacts manifest the notion of animation in a new horizon beyond the cinematic. The examples of active animation above illustrate this manifestation in both functional interface design such as the lively windows of Mac OS X and mobile phone water-level interfaces and in expressive works such as found at Hoogerbrugge.com or in our own generative visual renku. These works all evoke senses of liveliness, not only with perceptual movements, but also through generative multimodal feedback loops. They bring life to the computer, it can now feel more intimate to users through perceived emotion and even intelligence.

Active animation “enlivens” the computer by concealing its complexity with a “skin” like the shells of animatronic robots. Careful understanding of how users interpret active animation allows designers to “stage” and “veil” technology in order to create spectacles, suspense, surprise, and intuitive non-verbal meanings for users. This approach also brings concern for humanistic interpretation back to the center of analysis and design of multimedia artifacts. The integration of computational and cognitive research results with approaches from animation studies provides a new orientation for designing technologies that are more in line with our everyday, non-verbal, affective acts of communication and understanding.
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**Introducing The Black Scholars Index™**

‘I am a Black Scholar’ is the slogan for the digital humanities project named The Black Scholars Index™ (BSI) sponsored by Uplift, Inc. Uplift, Inc. is a 501c3 (tax exempt) nonprofit organization, founded by Leshell Hatley, a doctoral student in the College of Information Studies at the University of Maryland. Its mission is to support underrepresented groups and to research and develop technology-based programs, products, and services to encourage and produce lifelong learners, leaders, and resilient communities. With this in mind, the organization and its founder constructed The Black Scholars Index™ (BSI) as an online venue to highlight, record, analyze, and illustrate the scholarly achievements and intellectual movements within the Black Diaspora, descendents of Africans who have settled throughout the world as a result of the Atlantic slave trade. In keeping with current uses of Internet technology, BSI will host features such as: an extensive directory of Black Scholars; Talented Tenth, BSI’s online Journal for Black Scholars; the BSI Digital Repository, a database of dissertations, research papers, and other work produced by Black scholars; online collaboration tools; a network for mentoring potential students of higher education; pod/webcasts, and a host of Web 2.0 data visualization elements. These tools and features will provide analytical measurements, share insightful perspectives, and enhance the historical account of the knowledge production and of the many societal contributions by Black Scholars.

**Investigating The Black Scholars Index™**

While many researchers have previously attempted to gather information about the perspectives, experiences, motivations, and challenges of Black students in higher education, few, if any, have done so on large scales, from around the world, nor collected works and experiences of these scholars after they have been working in their fields. In the form of books and articles, some Black students have given personal accounts of their stories at Predominately White Institutions (PWIs) or within fields of study where Black students are underrepresented as attempts to share their experiences and offer advice...
Over the years, the desire to provide analytical commentary, share knowledge, and provide advice as a result of lived experiences has been prominent themes within the Black intellectual community, especially within the United States. Harold Cruz (1967) provided a historical analysis of what he deemed the challenges of black leadership in his book, *The Crisis of the Negro Intellectual*. In it, he chronicled the major decisions and actions of prominent Black literary, artistic, and political leaders. This book provided an astounding glimpse into Black life similarly to the renowned books of W. E. B. DuBois, *The Souls of Black Folk* (1903) and Carter G. Woodson, *The Mis-education of the Negro* (1933). Nikki Giovanni, a prominent Black literary scholar, dedicated two chapters in her book, *Racism 101* (1994), for advice to African-American students enrolled in college (or soon to be); and in 2003, Anna Green and LeKita Scott published *Journey to the PhD: How to Navigate the Process as African Americans*, a collection of seventeen essay describing the challenges of twenty doctoral student from institution around the United States.

These books are often recommended to members of the Black community and beyond, especially those contemplating higher education, as representations of past accomplishments and challenges from which to gain invaluable lessons. While they are valuable resources, they are not as widely accessible as resources made available on the internet and they do not contain information over extended periods of time. The Black Scholars Index™ provides this and more. Not only will this historical website serve as a repository of research and analytical accounts of knowledge production, it will be an ongoing spotlight of the lived experiences of Black Scholars and offer invaluable advice throughout the life of the project. With it, future scholars of all races will have access to resourceful information, authentic experiences and perspectives, visual representations of research trends, and various other tools and features that will help understand the educational and intellectual activities of Black Scholars.

However, gains from The Black Scholar Index™ existence stretch beyond these benefits. Aside from the project’s goals and the above component descriptions, the informative advantages and implications of BSI are tremendous and research has been underway since its inception in February 2008. Two months after launching BSI with only word of mouth marketing, approximately 200 Black Scholars were indexed and initial demographic statistics were measured. Measurements from this snapshot are displayed below:

- Female -66%
- Male -34%
- In a relationship -22%
- Married -27%
- Single -48%
- Parents – 33%
- Have published papers about their work or similar interests -43%
- Members of fraternities and sororities -21%
- Attended an HBCU for undergraduate degree -49%
- Top BS Degree obtained = BS Biology
- Attended an HBCU for Masters degree -19%
- Top Masters Degree obtained = MS Public Health
- Attended an HBCU for Doctoral degree -3%
- Top PhD Degree obtained = PhD in Computer Science
- Current faculty (tenured and non-tenured) -16%
- Currently doctoral students – 37%
- More than 1/2 work in a field related to their PhD
- 77% expressed interest in serving as BSI mentors

The results of this preliminary snapshot were extremely revealing: the majority of Black scholars indexed studied health and science, a small number were employed in faculty positions, a large majority were interested in mentoring students interested in pursuing advanced degrees, and although approximately half attended Historically Black Colleges and/or Universities (HBCUs) while in undergraduate school, attendance at HBCUs diminishes significantly as higher degrees were sought. Most of the Black scholars indexed to date reside within the United States and the BSI website displays a geospatial map of their employment locations. Although these measurements do not reflect the total number of African-Americans with doctoral degrees, it provides a glimpse of demographic information and illustrates the potential for the amount of information that can be garnered overtime. This information along with more qualitative analysis of the experiences, perspectives, and motivations of those indexed via future website polls, surveys, and other forms of interaction will be beneficial to future educational programs, mentoring organizations, and recruitment efforts by a variety of organizations and in-
Conclusion and Future Work

Development of The Black Scholars Index™ is ongoing. Design revisions, expansion of content, and the design and implementation of the many tools including those described above are all underway. One of the intended analysis tools examines the collaboration and co-authorship of research projects and papers. Another tool provides an interface for data entry of well-known African American scholars who have lived over the past century. Further analysis of the all the data collected will help fulfill the mission of the project and provide a concise representation of the scholarly accomplishments of the Black Diaspora.
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This poster will present the Digital Editions for Corpus Linguistics (DECL) system for encoding manuscript abbreviations in TEI-conformant XML. First, I will briefly describe the DECL project, its presenting its aims and editorial policies. Secondly, I will go through the problems resulting from the silent expansion of abbreviations, an approach some digital editions derive from traditional editing. And finally, I will describe the possibilities of TEI P5 for encoding them, as well as the DECL application of the guidelines, and what benefits they have for the type of historically oriented, corpus searchable editions we are compiling. The examples will come from a digital edition of Trinity College Cambridge MS O.1.77, a pocket-sized late medieval medical handbook in Middle English and Latin, which I am editing for my PhD thesis.

Digital Editions for Corpus Linguistics

DECL is a project, based at the Research Unit for Variation, Contacts and Change (VARIENG) at the University of Helsinki, which aims at developing online editions that combine the accurate description of historical documents with the flexibility of search tools developed for linguistic computing. It was formed by three postgraduate students at VARIENG in 2007, who shared a dissatisfaction with extant tools and resources, and aimed to develop a more versatile and user-friendly model for digitised manuscripts of historical texts. The tools and framework are designed to meet the needs of small scale research projects and individual scholars. They are based on and compatible with version P5 of the TEI guidelines.

On the level of editorial principles, DECL editions adopt the opinion of Lass (2004) that digital editions should preserve the text as faithfully as possible, convey it in as flexible form as possible, and ensure that any editorial intervention remains visible and reversible, formulating it into three central principles of Transparency, Flexibility and Expandability. DECL editions aim to offer the user diplomatic transcriptions of the manuscripts into which linguistic, palaeographic and codicological features will be encoded. Additional layers of contextual,
codicological and linguistic annotation can be added to the editions using standoff XML tagging.

**Background**

One of the most ubiquitous problems encountered in editing medieval manuscripts, is how to represent the numerous abbreviations in them. There is no established standard for encoding these abbreviations in digital format, and many digital editions still follow the practice inherited from traditional book editions of expanding them, either silently or in italics. From the point of view of historical linguistics this is somewhat problematic, especially in the light of some recent discussion over what is required of an edition or corpus in order to constitute reliable data (cf. i.a. Bailey 2004; Curzan and Palmer 2006; Dollinger 2004; Grund 2006). Most vocal in his criticism of existing practices has been Lass (2004), who demands that in order to serve as valid data for the historiography of language, a digital edition or a corpus should not contain any editorial intervention that results in substituting the scribal text with a modern equivalent.

Expanding abbreviations substitutes a symbol used by the scribe with a modern reading of it, which may, in the vast majority of cases, be obvious, and supported by research, but, by definition, also contains an element of editorial interpretation. In some cases this may have an impact on the data. For example, the irregularity of spelling of Middle English may result the editor to make decisions over which combination of letters a particular abbreviation stands for in text in which the abbreviated word may appear in several spelling variants.

**TEI**

The TEI P5 module for encoding glyphs and non-standard characters offers a few alternative ways of annotating them. The abbreviations may be annotated by `<g>` tag, indicating that they are glyphs, in which case they are defined by the gaiji module in the TEI header. Or the `<am>` and `<ex>` tags can be used to indicate the abbreviated sign and its editorial expansion. In these cases, the `<choice>` element may also be used to indicate that some of the elements are alternatives to each other. Or the whole word may simply be annotated as `<abbr>` to show that it contains abbreviations. The editor may also use the `<expan>` tag, indicating items which have been expanded without recording the abbreviation symbol.

The DECL guidelines uses an application of this that marks both the symbol, and its content, but does not require multiple elements inside a single word, as they can cause internal difficulties with stand-off tagging. We use the `<abbr>` element to mark that a word contains an abbreviation, the `<g>` element to tag the content of each abbreviation, and give the abbreviation symbol used for it as its attribute.

```xml
<abbr su<g ref="#crossed-p">per</g></abbr>
```

The expanded part of the abbreviation, which is in fact editors reconstruction and in some cases may up for debate gets enclosed in the `<g>` tags, and thus also marked as editorial - which is in accordance with the DECL principle of transparency.

**Aims and Benefits**

The XML code can be dynamically processed via XSLT transformation scripts to create documents which display either the abbreviations or expanded words according to the needs of the user, and DECL editions will also offer the user a customisable online interface, capable of displaying both. In addition to visual presentation and browsing, the interface will also offer corpus search and analysis functions, which can be extended to searches on the specified elements or attributes. Following the principles of open source and open access, they users of DECL editions will have full access to the code and may download and alter it, meaning that it is possible to alter the editorial decisions if the user is not satisfied with them.

In the poster I will give an illustrated presentation of how the process of encoding abbreviations progresses from manuscript images, via TEI XML code to its various forms of presentation.
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Authorship Attribution (Juola, 2006) can be defined as the inference of the author or her characteristics by examining documents produced by that person. For some time, we have been working on a system (JGAAP — Java Graphical Authorship Attribution Program) to use advanced statistics to perform this task while not demanding a high degree of expertise from the user (Juola, et al., 2008). With the recent release of JGAAP 3.2 and the near-term planned release of JGAAP 4.0, we are finally confident that we have a production quality system for general-purpose use.

We now report (and demonstrate) these recent improvements. JGAAP now incorporates nearly 20 different analytic methods (including eight different distance-based nearest-neighbor algorithms), more than 20 different event sets and models ranging from character- and word-based N-grams to reaction times, and several different preprocessors incorporating a wide variety of different document types including remote (Web-accessible) files and text extraction from different formats. We estimate that JGAAP is capable of performing more than 20,000 different types of analysis for authorship attribution or similar text classification tasks, with more being added as development continues.

Other improvements include:

- GUI improvements to enhance user-friendliness
- Enhanced graphical output capabilities
• Full report generation capacity for scholarly inspection of the results

• Creation of a command-line interface

• Automatic batch processing capacity for large-scale comparative testing

• Incorporation of the AAAC (Juola, 2004) test corpus into the demo for comparative testing purposes

• Dynamic loading of new methods to encourage new development

We are finally able to perform large-scale comparative analyses of different processing methods. We include here a short list of some JGAAP-related findings (published, submitted, or in preparation):

• Introduction of a small number of character errors (as exemplified by modern OCR systems) does not substantially reduce accuracy with most methods.

• Symmetric (“commutative”) distance-based methods tend to outperform asymmetric ones.

• Linear classifiers such as LDA tend to outperform nonlinear classifiers despite the apparent oversimplicity of the underlying model.

• Character-based methods tend to outperform word-based ones for authorship attribution in Chinese.

• Both cosine distance (normalized dot product) and simple event-based Kullback-Leibler divergence tend to be the best-performing methods for distance-based nearest-neighbor methods.

• The seminal word list of Mosteller and Wallace does not generally perform well for texts other than the Federalist Papers.

Some of our findings have been submitted under separate cover to this conference, but we hope to present a summary of major results that have been achieved by June 2009 along with a demonstration of the newest version of the program. We also hope to provide examples of the sort of analysis that have been performed by JGAAP (and invite cooperation from interested researchers for further study).

Finally, we hope to demonstrate some example ad-hoc analyses during the session; it should be possible, for example, to demonstrate that “document length” or “words that are palindromes” do not perform well as Event/feature sets in less than ten minutes. While this is perhaps not interesting (no sensible person has proposed palindromes for authorship attribution), this clearly illustrates the ease-of-use and of result generation.
The Prioress and the Jew: Mining the Symbolic System through Lexical Genre Analysis of Modernizations
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My research uses quantitative analysis and reception theory in order to understand how early 19th century readers viewed and received the work of Chaucer. Using the HyperPo tool from the Text Analysis Portal (TAPoR), my analysis suggests that modernizations of “The Prioress’s Tale” were more critically successful in the 19th century when they adulterated the original form of the tale beyond the threshold of the distinctiveness ratio (Hoover, 2008). I attribute this genre shift to a change in the symbolic systems between Christians and Jews which denigrated the legenda form in the 19th century. The historic adulteration of the legenda form along with the disappearance of its ‘loci in life’ illuminates both how and why current analysis has focused heavily upon the anti-Semitism of the tale while also coming to an impasse of critical scholarship.

Criticisms of the anti-Semitic nature of the tale has tended to diverge and stagnate into what critic Lawrence Besserman calls ‘hard’ and ‘soft’ readings. Hard readings view both the tale and Chaucer as anti-Semitic, as was typical of 14th century England. Soft readings focus upon Chaucer’s satire of the prioress, as well as aduding ambivalent historical evidence of the relationship between Jews and Christians, in an attempt to redeem Chaucer, the ‘Father of English.’ My research shifts this dualism by suggesting that contemporaries of Chaucer saw the construction of the Jew, or virtual Jew as posited in the work of Sylvia Tomasch, as a purely symbolic construct inherent within the form and social function of the legenda. My analysis of the degradation of the legenda is framed by the reception theory of Hans Robert Jauss.

Jauss’s theory, elucidated in Toward an Aesthetic of Reception, diachronically links literary studies and literary history by tracing the historical shift of genres through changes to readers’ ‘horizon of expectations.’ According to Jauss, texts propagate through their ability to conform to and disturb the expectations of their readers. When texts are well-received, they exhibit congruency with the history and sociology of their audience. The reception of deviations from the horizon of expectations signals the historical and social approval or denigration of a text’s ability to represent the norms and realities of its readers. The structure of genre then is more than mere literary fashion. The diachronic change of genre reception reflects instabilities in the specific social and historical norms and realities of readers at the time. Stable genres reflect social and historical systems that are well-established. Changing genres reflect periods of social and historical change.

Within the 14th century context of ‘The Canterbury Tales,’ the legenda of ‘The Prioress’s Tale’ is a ‘culinary art’ (Unterhaltungskunst) because it demands no horizontal change of expectations (Jauss, 1982). The legenda represents an older form of art designed for what Margaret Hallisy calls ‘simple believers.’ The characters function as simple allegories of weakness, holiness, and evil. The social function of the legenda is to show how the holy but weak may paradoxically triumph over a powerful evil with the help of God. The strength of this simple allegorical form in subsequent modernizations of the tale can be tracked through text analysis software such as HyperPo.

The form of the legenda is reliant upon clear designations of good, evil, and weakness. The saint must always be portrayed as both good and weak. The villain is purely evil with no sense of redemption. I have used HyperPo to examine a lexical field centered about these terms in Robert Lipscomb’s 1795 edition, William Wordsworth’s 1820 edition, and Robert Anderson’s Middle English version in The Works of the British Poets. I have chosen Anderson because he is the likely source for both writers.

My data from HyperPo suggests that Wordsworth’s text is a fairly good modernization. He retains the rhyme royal form, uses similar syntax, and foregoes translation where he feels the modern word does not capture the essence of the original Middle English. The lexical field of the legenda is a strong match with Anderson (92% raw match), but shows some weakening. Concerning reception, reviews of Wordsworth’s text in 1820 either panned or ignored the modernization. This seems to suggest a disconnect between the function of the legenda form and Wordsworth’s 19th century audience.

Lipscomb’s text is not a close modernization. Analysis shows that the lexical field of the legenda is debased to the point that the text only weakly resembles the form (62% raw match). This match is below the Distinctiveness Ratio of .67 which David L. Hoover advocates for warranting attention (2008). It might be said that Lipscomb’s text has ceased to be a legenda at all. Recep-
tion of Lipscomb’s text was very positive which shows that his changes create a text that is more congruent with the aesthetics of contemporary readers. In comparison to Wordsworth and Anderson, Lipscomb’s text was a watered-down Chaucer which Lipscomb “pruned of indelicacies.”

HyperPo, as a text analysis tool, is an effective way of creating and organizing lexical data. The addition of raw counts, relative weights, and Z-scores gives the critic a variety of measurements for their data. Working between Middle English and Modern English creates problems. Anderson’s nonstandard spelling causes inaccurate word counts where some words (moder/modre/mother) are counted separately and other words are counted together (“sone” meaning both “son” and “soon”). Critics must be careful if filtering common words that they do not remove words which might affect their data.

My research suggests that Wordsworth’s modernization was a fairly accurate translation of Chaucer, but this is also the reason it was a failure. Contemporary readers saw Chaucer and Middle English as barbaric and crude. Lipscomb’s version, on the other hand, softened the language and delivered a less vitriolic modernization. Lipscomb worked within the framework of Dryden’s Fables Ancient and Modern, published in 1700, which drastically changed lines, added material, changed rhyme schemes, and censored what he considered indecent. Dryden’s modernizations were very popular and fit more closely into the horizon of expectations of the time. The social function of the legenda form, if distant in Chaucer’s time, was no longer apparent to the 19th century reader. In turn, changes within the symbolic system between Christians and Jews render the Prioress’s character opaque to modern readers. Her anti-Semitism is troubling because it confronts us in the aftermath of a long history of Jewish persecution which culminated in the recent history of the holocaust.
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1. Introduction

Recently, libraries, governments and major internet providers, are forming consortiums to preserve historical documents stored in libraries. (e.g. Google Book Search, Open Content Alliance, World Digital Library, Hathi Trust, etc.). It means that more and more old text contents will be accessible on the internet in the near future. Obviously, huge amount of knowledge in old documents is as important as recent born-digital documents typically available on the web, because old documents are the collection of wisdom from B.C. Thus, it might be useful to be able to access such old documents. Moreover, it is very useful to discover hidden knowledge and wisdom written in these old documents.

In order to realize this purpose, it is necessary to retrieve important information from old documents. However, it is not always easy to retrieve old documents, mainly due to the substantial change in language and culture over time. Therefore, we need a method to access old documents written in ancient language using a query in modern language. We call this method “Cross-Age Information Retrieval”. Moreover, we should consider the cultural difference over time, even for the same language. For this, we need a method of “Cross-Cultural Information Retrieval”.

Most of the research on information retrieval and information access focus on documents written in modern language, but we believe that knowledge and wisdom written in old documents provide rich and valuable information which are not available in modern language documents, especially in web contents.

We propose a “Cross-Age Information Retrieval” method in order to tackle these problems. It aims to discover hidden knowledge and wisdom written in old documents.

2. Related Work

Much research on Cross-Language Information Retrieval has been conducted in the last 10 years, with the background of the rapid growth of the web around the world since the middle of 1990’s. Various approaches, including query translation, document translation, and the use of intermediate language has been studied, and for certain language pairs (e.g. between European languages), adequate retrieval effectiveness has been achieved.

On the contrary, there is very little research on information retrieval method for historical documents, and most of which are based on simple keyword matching. Recently, some approaches have been proposed to access historical documents, and it could be regarded as a kind of Cross-Age Information Retrieval (Gerlach et al. 2007; Khaltarkhuu et al. 2006). Our goal is to establish a more effective and sophisticated retrieval method that considers not only language difference over time, but also cultural difference between languages and ages.

3. The Proposed Method

We adopt dictionary-based query translation approach, since it is proven to be the most effective method for Cross-Language Information Retrieval. In order for dictionary-based methods to be effective, we need to use precise and comprehensive dictionaries for both modern language and ancient language. From these two dictionaries, we try to discover relationships between entries in those dictionaries, and to “translate” the query terms in modern language into equivalent terms in ancient language. For this translation process, we propose the following method (Fig. 1):

![Fig. 1 Overview of the proposed method for Cross-Age Information Retrieval.](image-url)
and tf-idf term weighting scheme.

2. Then, we take the most similar definition in archaic word dictionary, and that entry (headword) is regarded as an equivalent of the modern word.

3. If more than one equivalent entry exists, we disambiguate the translation candidates using the term association measure such as mutual information, to find the most equivalent archaic word for the modern language word.

4. Document Collections

Currently, it is not very easy to obtain historical documents in text format. However, some digital libraries (e.g. Google Book Search, Open Content Alliance, etc.) are ready to provide their collection of historical documents in text format for research purposes. Moreover, there are numerous existing old documents available online. In Japan, there is a volunteer-based effort called “Aozora Bunko” to digitize and to make accessible over 7,000 copyright-expired classic literatures online. Also, many universities and institutions have already been providing collections of old documents in text format. We can use these huge collections of old documents for our proposed method.

For now, we are focusing on a Japanese historical document called “Hyohanki”, which was written in late Heian era (12th century) in Japan. It is a valuable resource for the research of Japanese culture of that time period. An example of its original copy is shown in Fig. 2. Although some part of it has been deteriorated and missing, all of the existing pages are digitized into text format. The existing pages consist of 2,488 diary entries.

5. Language Resources

As described in Section 3, we need dictionaries in order to translate modern language query into archaic term(s). In the case of “Hyohanki”, we can use some existing electronic dictionaries available in CD-ROM. For Japanese modern language, we use “Kojien”, one of the most famous and comprehensive Japanese language dictionaries. For ancient language, we use “Kokugo-Daijiten”, which covers not only modern words but also archaic words.

6. Preliminary Experiment

We conducted a preliminary experiment to test the precision of “Cross-Age retrieval” by our proposed method. In this experiment, we used diary entries of “Hyohanki” as the ancient Japanese document collection, and prepared 3 modern Japanese queries, “戦争 (war)”, “法要 (Buddhist service)”, and “裸足 (bare foot)”. Since each query has an equivalent archaic term in different wording, no relevant documents can be retrieved if we use these modern term queries. Note that, we consider one diary entry as one document.

Table 1 shows the original modern Japanese query, ancient Japanese term(s) translated by the proposed method, and the precision of retrieval using the translated term(s). For the queries “法要 (Buddhist service)” and “裸足 (bare foot)”, the proposed method worked quite well and achieved almost 100% precision (the ratio of relevant documents in retrieved documents). However, the query “戦争 (war)” resulted in very poor precision (27%). The reason for it is that the proposed method returned two translation candidates (i.e. “戦” and “軍”) for this query. If we take only “戦” as the translated query, we could achieve 100% precision, but if we take only “軍”, we could obtain only 3.6% precision. It is because the archaic term “軍” has not only a meaning “war”, but also other meanings like “general (officer)” and “army”. The query “死亡 (death)” also resulted in very poor precision (15%) and the reason for it is that the translation “没” has several meanings, “death”, “deprivation” and “sunset”. These results suggest that we could improve the precision if we incorporate a suitable disambiguation method for the translated archaic terms. For that purpose, we could apply existing disambiguation methods used in Cross-Language Information Retrieval, such as mutual information, etc.

<table>
<thead>
<tr>
<th>modern Japanese query</th>
<th>translated terms</th>
<th>relevant / retrieved</th>
</tr>
</thead>
<tbody>
<tr>
<td>戦争 (war)</td>
<td>軍, 戦</td>
<td>10 / 37 (27%)</td>
</tr>
<tr>
<td>法要 (Buddhist service)</td>
<td>仏事</td>
<td>109 / 110 (99%)</td>
</tr>
<tr>
<td>裸足 (bare foot)</td>
<td>践, 裸足, 践足</td>
<td>27 / 27 (100%)</td>
</tr>
<tr>
<td>死亡 (death)</td>
<td>没</td>
<td>2 / 13 (15%)</td>
</tr>
</tbody>
</table>
7. Conclusion
In this paper, we proposed a novel information retrieval technique called “Cross-Age Information Retrieval”, which can be used to access old documents written in ancient language using a query in modern language. We conducted a preliminary experiment to test the precision of cross-age retrieval by our proposed method. The experimental results showed that our proposed method is potentially useful for cross-age retrieval. Although our proposed technique is still in an early stage, we believe that we can achieve adequate retrieval effectiveness by incorporating techniques used for Cross-Language Information Retrieval.

Our goal is not only to realize cross-age retrieval, but also to extend this technique to more advanced text mining applications in order to discover hidden knowledge and wisdom from large amount of premodern documents which are now available in digital form.

Our future work includes resolving ambiguity of translated archaic terms, large-scale experiments in other languages such as English, consideration of cultural difference over time, and thus extending our technique to realize cross-age, cross-cultural, and cross-language information access.
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Faulkner’s The Sound and the Fury provides an interesting test bed for stylistic analysis of narrative and authorial voice. Readers of the text understand that the work contains at least four different “voices,” and if we include the Appendix that Faulkner wrote after the book’s initial publication, then we have five distinct voices, namely those of Benjy, Quentin, Jason, the Omniscient narrator of the fourth section, and then the somewhat mysterious voice of the Appendix that some have called Faulkner’s own voice. As part of Dr. Matthew Jockers’ humanities computing seminar at Stanford this fall, the authors of this proposal conceived of an experiment to investigate narrative voice and utilize authorship attribution techniques to explore the extent to which Faulkner is able to “create” distinct narrative styles within The Sound and the Fury.

Starting with a traditional reading of Faulkner’s novel, our group employed the traditional tools of literary analysis as a sort of “control.” We explored the differing styles content, and structure of the five separate narrative voices in The Sound and the Fury. We paid close attention to the stylistic changes, and we hypothesized about what qualities separate the different sections. We put all
of these observations into an aggregated document; a traditional “reading” of style in Faulkner’s text.

We then began a phase of speculation based upon our understanding of the sort of stylistic data that can be generated by a computer algorithm. We speculated about how or if these qualities identified in our traditional reading might be detectable via computer-based text analysis. We then drew up a series of hypotheses and predictions about what sort of differences might be made evident by a quantitative, computer analysis of the text.

Despite the significant shifts in style detected by readers, our first prediction was that in terms of the most common words, Faulkner’s narrative would be fairly consistent. Our prediction was informed by current studies in authorship attribution, which suggest that, with frequently occurring words at least, differences between authors are greater than difference between works by the same author. With The Sound and the Fury, we had a particularly compelling test case since Faulkner worked very hard to create unique narrative perspectives, even changing between first and third person.

Our second prediction involved the very noticeable changes a reader detects when moving from section to section. These changes constitute a sort of “narrative dissonance” that repeatedly “jars” the reader as he moves between sections. We speculated that these effects would be difficult for a computer to detect.

We formulated these and other predictions/hypotheses into a secondary document, and then began the more practical work of developing the tools necessary to test our hypotheses. This work involved leveraging existing tools such as Patrick Joula’s JGAAP and also creating new tools. Most challenging has been our effort to create a “dissonance” detector, a tool which at the time of this writing is showing great promise but still under active development.

The paper we propose here represents a sort of experiment in which we are both the subjects and the investigators. While we are overtly exploring narrative voice in Faulkner we are simultaneously investigating the role that a computer-based methodology might play in a conventional study of literature. On this point we are inspired by Steve Ramsay’s observation that texts are “seldom . . .transformed algorithmically as a means of gaining entry to the deliberately and self-consciously subjective act of critical interpretation.” In our final analysis, we transform our text into a new sort of literary artifact, a statistical matrix that allows us to work in a reverse order—starting with objective, quantified facts and moving to subjective interpretations of those data. Ultimately, we compare our objective and subjective methods and their respective conclusions to determine to not only explore the formal aspects of an author’s narrative style, but to imagine what weight quantified data can bring to the traditional literary enterprise.
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Le travail présenté dans cet article est la concrétisation d’une collaboration interdisciplinaire entre le groupe « Lexique Musical de la Renaissance (LMR) » et l’équipe « Langages Logiques Informatique et Cognition (LaLIC) » visant à construire un outil pour un nouveau savoir musical. Comme nous l’avions présenté à Digital Humanities 2007, l’objet du projet est le développement de cet outil qui s’appuie sur une base de données relationnelle et une interface web multilingue (français, anglais, espagnol et portugais). On y présente le langage musical depuis la naissance de la théorisation musicale en langue vernaculaire jusqu’au seuil de la formation du langage tonal. Aujourd’hui opérationnel (http://www.pm.paris4.sorbonne.fr/LMR/), cet outil propose :

- un lexique musical de la renaissance,
- un dictionnaire du langage musical,
- un ensemble de traités musicaux en langue espagnole.

Lexique musical de la renaissance

Le lexique musical de la renaissance (LMR) est un lexique multilingue, cumulatif. Chaque terme regroupe, en chaque langue mais dans la succession alphabétique intégrale, toutes les citations réunies par les collaborateurs. La constitution de ce lexique exige dans un premier temps un travail de lecture musicologique et linguistique des traités et une sélection des citations les plus pertinentes en rapport avec l’acte de la production et la pensée musicales. Dans un deuxième temps, le travail de saisie dans la base de données est réalisé grâce aux interfaces de saisie mises à disposition. Pour chaque traité, les citations sélectionnées et les termes du lexique qui y sont attachées sont saisis.

Actuellement, ce lexique, constitué à partir de l’étude de plus de 80 traités en espagnol (73) et en français (8), comprend près de 5500 citations (4223 en espagnol et 1258 en français) et plus de 5100 termes (3822 en espagnol et 1327 en français).

Dictionnaire du langage musical

Le dictionnaire du langage musical, issu de la réflexion musicologique et linguistique, comprend un répertoire raisonné et sélectif de citations pertinentes des différents langues techniques musicales vernaculaires. La sélection, dans la langue considérée, est opérée par un regroupement de citations sous des champs sémantiques ou acceptions qui donnent lieu à des définitions. Le nombre de champs sémantiques est une conséquence du contenu signifiant des citations elles-mêmes. Le dictionnaire se présente d’une part sous une forme unilingue où chaque langue est traitée indépendamment, d’autre part sous une forme multilingue où, sous des termes ou entrées multilingues des citations sont regroupées sous une même acception. Les termes/entrées multilingues ne résultent pas d’une traduction directe ou littérale mais du signifiant même des citations.

Traités musicaux en langue espagnole (TME)

Le TME est une base de données qui regroupe un corpus de textes musicaux de la Renaissance écrits en langue espagnole. Il vient ainsi compléter des projets semblables proposés par le TML, le LmL, le SMI et CANTO. Le TME vient compléter le corpus saisi dans le LMR en offrant aux chercheurs des citations contextualisées dans les sources primaires, manuscrites ou imprimées. Il permet d’enrichir les définitions lexicographiques à travers une pensée musicale plus large et d’intégrer les citations du LMR dans leur contexte d’origine. Chaque citation du LMR est, en effet, reliée, par un simple « clic » au traité en texte intégral dont elle est issue. Trois traités sont disponibles, les autres sont en cours de saisie.

Mise en œuvre informatique

Les techniques informatiques utilisées pour mettre en place cet outil, tant pour la zone de saisie (accès sécurisé) que pour la zone de consultation (accès libre), sont celles utilisées pour développer des applications disponibles en ligne : APACHE, PHP, JavaScript, MySQL, XML, XSLT et CSS.

La base de données relationnelle, implémentée avec MySQL, est l’élément principal du projet, où sont capi-
talisées toutes les données musicologiques et linguistiques provenant des traités. Elle est organisée en deux parties, d’un coté une base intermédiaire où sont enregistrées toutes les données saisies, de l’autre, la base de données définitive où les données intermédiaires sont transférées après validation. La base définitive est organisée en plusieurs tables liées afin de faciliter l’accès aux informations, par exemple, la table « tblauteur » regroupe les informations sur les auteurs des traités, la table « tblsource » comprend les informations bibliographiques des traités, les termes du lexique sont enregistrés dans la table « tblentree »...


Les interfaces de saisies (par exemple la figure 1), dont l’accès est sécurisé par mot de passe, sont constituées de formulaire permettant aux chercheurs de saisir aisément leur travail, sans avoir à accéder directement à la base de données. Ces formulaires ont été élaborés afin de suivre au plus près la réflexion musicologique et linguistique.

La consultation des données est en accès libre, l’interface est multilingue : français, anglais, espagnol et portugais. Elle donne accès au LMR (figure 2), au dictionnaire et au TME (figure 3).

Le TME est réalisé en utilisant XML, XSLT et CSS. La standardisation des traités au format XML et l’utilisation des feuilles de styles XSLT et CSS permettent d’avoir une homogénéité dans la présentation et de lier le LMR au TME. En effet, lors de la consultation du LMR, un simple « clic » sur l’icône situé après la citation, affiche le texte du traité dans lequel la citation est surlignée comme dans l’exemple de la figure 4.

Références récentes
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In November of 2008 the Phase I release (beta) version of AfricaMap was made available to the Harvard community and the public. The application can be accessed at http://africamap.harvard.edu.

AfricaMap sets out to address the problem of data availability for Africa. Much public data exists, but it is so difficult to discover, let alone obtain that many research projects on Africa spend much of their budget gathering data. Most people in Africa have an even harder time accessing mapping of their own territories. When researchers do gather data it is often once again lost because there is no place to store it where it can be found.

The AfricaMap project represents a framework for organizing Africa data which can also be applied to other parts of the world. At its core is a digital base map of the continent, viewable dynamically at a range of scales, and composed of the best cartographic mapping available. Behind the scenes a gazetteer starting with over 1 million place names provides rapid navigation to specific locations on a vast landscape. As more detailed mapping becomes available it will be added to the system. There is no limit in terms of hardware or software to the amount of data that can be added to the system.

AfricaMap is not be tied to a certain discipline but is interested in storing or referencing data from all disciplines. AfricaMap will encourage collaboration. Researchers will be able to define geographic areas of research so that others can find out about their work. The system employs a Services Oriented Architecture (SOA), which means that all the data that the system displays does not have to be stored on AfricaMap’s servers. The data that is stored on the AfricaMap servers is made available to
other applications as map services.

The idea for AfricaMap was developed under a Provost Funds for Innovative Technology funded project that is now being overseen jointly by Suzanne Blier and faculty and staff at the Harvard Center for Geographic Analysis (Peter Bol, Wendy Guan, Ben Lewis). It has the dual aim of supporting Harvard research that involves GIS work on the continent and of making data created in the course of research available to others.

**AfricaMap System Characteristics:**

*Web-based* – The system takes advantage of the latest techniques for making large amounts of data and mapping discoverable and usable through a standard web browser.

*Public access to holdings* – Core holdings will be put in the public domain or licensed using a Creative Commons type license wherever possible. This means that researchers anywhere in the world will be able to download and use these original materials without major restriction.

*Encourage replication* – One reason Africa data is hard to find is that the data which exists is not yet well replicated. By contrast the base map for the United States (the Digital Raster Graphics files) area easy to find and exist on hundreds of servers.

*Base mapping* – Historic base maps for Africa are developed by scanning, cropping, and georeferencing maps from the Harvard Map Collection and elsewhere. Maps are digitized at a range of scales and for a range of time periods.

*Dynamic gazetteer* – The gazetteer together with the base map form the core of the AfricaMap system. These two datasets support one another over time, allowing the gazetteer to grow and improve, which will make it easier to find places on the base map.

*Collaborative approach* – Some tools to support collaboration between researchers are provided. In the first version a permalink feature will allow any view of the system to be captured in a URL which can be shared. In the next phase user created maps and map markup tools are anticipated. Researchers will be able to download base mapping and other datasets.

*Multiple scales* – The system will support research at a variety of scales from sites or cities to country or continent-wide projects.

**Multiple media types** – The system will support access to many types of media in addition to spatial data, including photos, maps, text, video, audio, and KML for Google Earth display.

**Long term data access** – Once maps are scanned, digitized, georeferenced it should not be necessary for anyone in the world to repeat that work. Making digital materials available over time is not easy because technology changes. Techniques will be used to ensure long term access to public domain digital materials wherever possible.

**Improves over time** – While the Harvard Map Library has large Africa holdings, it does not always have all maps for a given series, and there may be important series which it does not have. The goal is to fill in holes in the collection over time by sharing with other libraries and collections. Users will be able to submit data to Harvard using an online form.

**Usability** – Ease of use is of primary importance. It must be easy and quick for non-technical people to find the information they need. Researchers are the end users of this system and will be consulted frequently to guide the design of the user interface.

**Text-based search of contents** – Google-type text search against the contents of the entire system is possible with results displayed on the map.

**Interdisciplinary approach** – The system will bring together mapped data (and facilitate the mapping of data) from a wide range of disciplines including archaeology, public health, history, linguistics, literature, zoology, natural resources to name a few.

**Global approach** – The goal is to create a technical framework to support research on Africa which could also be applied to other parts of the world. It is hope that aspects of AfricaMap will be useful for organizations based in Africa whether it is the underlying data, data hosting services, map services, or the AfricaMap software.

**Scalable** – The data in the system will be cached as it is used. This approach greatly increases performance and reduces server load, making the system far more scalable than a traditional web-GIS.

**Services oriented architecture (SOA)** – The system will support access by other web and desktop systems and will in turn be able to access and display the maps on AfricaMap directly via web services. This means that other
systems will not have to download the data to access it within their applications.

Cross Platform – AfricaMap can serve data services to other types of GIS platforms including ArcMap desktop and ArcGIS Server. In addition, AfricaMap can display data served up from other platforms. Data formats used will be open specification ones such as GeoTIFF, JPG2000, KML, and Shape.

Open Source – The software that runs AfricaMap is Open Source and available for users and organizations inside and outside Harvard to obtain and build upon.
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While the number of tools for making and distributing culture has exploded in the last half-century, it is hard to find a tool for preserving inherently ephemeral media, such as performances, installations, and digital artifacts that have been created using digital, biological, performative and other variable media. The increased use by artists of multi-media, digital and internet media raises questions about conventional strategies by which society preserves, cares for, and redispays these cultural artifacts. While the most obvious vulnerability of new media art is rapid technological obsolescence, the study of its other aspects that defy traditional conservation—including hybrid, contextual, or ‘live’ qualities—has provoked an investigation into new strategies for ephemeral media art preservation. While we can preserve something of new media art, it will inevitably be changed. Forging the Future, a consortium of museums and cultural heritage organizations, aims to fill the gap with a free, practical toolset designed to rescue variable media works from oblivion by understanding possible alterations, distilling which matter most to the artist, and planning accordingly.

The Forging the Future tools are based on research into innovative preservation standards and strategies by its members as part of the Variable Media Network (VMN) and Archiving the Avant-Garde working group. These include the Franklin Furnace Database, which catalogs past versions of a work and variable media artworks and
events contained in small to midsize collections; the Digital Assets Management Database, which manages digital metadata that is directly relational to all the tools; the Variable Media Questionnaire (VMQ), which contains data and metadata necessary to migrate, re-create, and preserve cataloged variable media objects: What is the work in its original incarnation? What could the work be in later incarnations? Beta versions of these tools are in use by institutions ranging from major museums such as the Whitney Museum of American Art to small alternative spaces such as New Langton Arts.

Scheduled for a public release in Spring 2009, the Forging the Future toolset will include features that help the separate tools interconnect with each other and with potential databases in museums, libraries, and archives. In addition to the Franklin Furnace database and the third generation VMQ web service, these include the VocabWiki, a multi-institutional effort to define key terms applicable to new media and variable media artifacts; Media Art Notation System (MANS), an XML specification, based on MPEG-21 for translating data and relationships among tools; and the Forging the Future Metadata Registry, which enables users to track the same creator or work across different collections.

This poster presents the Forging the Future interconnected tool set, and focuses specifically on the VMQ and its integration with MANS, complimented by the VocabWiki and the Metadata Registry. The VMQ is an instrument for determining creators’ intent as to how their work should be categorized, seen, and (if at all) recreated in the future; it records opinions which may vary based on the work, the artist, the interviewer and date, about how to preserve variable media. MANS metadata is derived from the VMQ interview(s) which separates logical information from physical hardware. It is a metadata framework that accommodates description of physical and digital assets at the same level. Rinehart uses the metaphor of a musical score, as a form of declarative and conceptual notation of music, and likens Media Art to musical compositions that are able to maintain their original integrity while being realized by different instruments or in different arrangements, over evolving time periods. Ippolito’s VMQ is a very complex method for focusing an artist’s attention on those aspects of the work which need to be most enduring. The VMQ and MANs were designed to serve the needs of documentation, recreation and preservation of variable media.

A crosswalk of the MANS notation system or ontology to ten library, art, and preservation metadata standards (METS, PREMIS, EAD, FRBR, PBCore, etc.) verified the need for a domain specific schema for structural and administrative metadata. This poster demonstrates how the heart of the process, the VMQ, collects essential preservation information that MANS supports in a unique, infinitely extensible structure. MANS is derived as an interpretation of the MPEG-21 standard, primarily; the Digital Item Declaration Language (DIDL) a type of XML that allows for greater, more granular descriptions of multi-component digital objects. The intent is for MANS to act as a backbone to the artwork by being specifically suggestive though not overly prescriptive of how best to delineate and then, later, reinterpret an artwork, and thereby address long-term preservation strategies for variable media art such as storage, emulation, migration, reinterpretation.
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In recent volumes of Literary and Linguistic Computing, Martyn Jessop has considered digital visualization as a scholarly practice (2008b), and argued, in particular, for the expanded use of geographical information in digital humanities scholarship (2008a). These approaches hold much promise for literary and cultural studies, where attention has recently been given to such topics as “prose cartographies” (Padrón, 2004), the “cartographic imagination” (Smith, 2008), and a broad spectrum of other intersections between cultural production and physical space (both real and imagined), and especially within contexts of migration, conquest and colonialism (Arias, 2002; Brückner, 2007; Michelet, 2006). With A Geography of Impertinence, I hope to contribute to these discussions, raising questions about the visualization of geographical material in a seventeenth-century Spanish text, relationships between textual data and historical maps, and the potential for employing place names as a mechanism to facilitate cross-textual readings.

This project has grown out of my doctoral dissertation (currently in progress), an edition of Piratas y contrabandistas de ambas Indias (Pirates and Smugglers of the East and West Indies) by Spanish navigator and privateer Francisco de Seyxas y Lovera (1650-c.1705). A Geography of Impertinence responds to three central problems I face in the editing of this text.

The second question driving A Geography of Impertinence is the relationship between Seyxas’ text and a 1630 atlas by the Portuguese cartographer João Teixeira Albernas. In Piratas y contrabandistas, Seyxas discusses this book, which he possessed for several years before presenting it to Charles II and the Council of Indies. The maps themselves contain Seyxas’ handwritten additions and annotations, and include a rendering by Seyxas himself, disputing Teixeira’s portrayal of Tierra del Fuego and the Straits of Magellan. Seyxas even inscribes himself in this geography, designating his own chain of islands: the “Islas de Seyxas.” While these images could be used as illustrations, their close relationship to the text
– a relationship that is, in a sense, reciprocal – suggest that a “one-way” navigation from text to map is unnecessarily limiting. Jessop describes a visualization as being a “parallel (rather than subordinate) rhetorical device” (2008b, 283); certainly Teixeira’s maps can serve this function in relation to Piratas y contrabandistas. Indeed, the interaction between map and text is a compelling question on its own, apart from all geographical considerations.

Lastly, I seek to understand Seyxas’ book within a larger corpus of printed works dealing with issues of exploration and imperial competition. Just as Piratas y contrabandistas is tied to Teixeira’s maps, it contains references to over 70 Spanish, English, Dutch and French books, mostly historiographical treatises and expeditionary journals. These include documents produced in the travels of individuals like Jacob Le Maire, Joris van Speilbergen, Bartholomew Sharp and John Narborough, as well as two volumes on nautical matters by Seyxas himself, printed in 1688 and 1690. These represent, of course, only a fraction of the enormous output of such books in the sixteenth and seventeenth centuries. While the intertextual bonds between these works go far beyond a common geography, place names provide a useful mechanism for exploring their differing geographical visions. For instance, the ability to navigate between these writings on the basis of toponyms may help us evaluate the role national or cultural bias plays in the imagination of place.

My presentation will demonstrate a prototype application which seeks to address the concerns outlined here. Built around a collection of place names, this application has much in common with a digital gazetteer, and thus draws upon work done by such projects, including the Alexandria Digital Library Gazetteer. The instances of a given place can be either textual or cartographic, and exploration of the collection can begin either at the index or within the texts or maps themselves. The model allows for the inclusion of a scholarly apparatus, as recommended by Jessop (2008b, 291) and as encouraged by the principles for documentation discussed in the London Charter for the Computer-Based Visualization of Cultural Heritage (8-9). This apparatus is implemented using an object-oriented approach, enabling the sharing of editorial material across textual and cartographic objects, and facilitating different levels of granularity in annotation, depending on the context of a given place instance. The model permits multiple names for a given place, and allows for annotation in multiple languages. I offer as test cases some of the most problematic places mentioned by Seyxas, and include in my textual corpus a sampling of passages by authors cited in Piratas y contrabandistas.
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The creation of social network representation is a promising application of large-scale linguistic resources as a means of capturing the patterns of social relationships that exist among the individuals. In recent years, several notable studies have produced a number of social networks of the Bible and a variety of its graph representations for gaining insights into the interactions between the characters (Chris Harrison 2007, ESV Blog, 2007). Graph representation is an effective way of detecting and investigating the intricate patterns of connectivity within large-scale corpora. A number of studies have applied graph theory and network analysis methods to mapping out the complex networks of word associations within linguistic resources (Dorow, Widdows, Ling, Eckmann, Danilo, and Moses, 2005; Steyvers and Tanenbaum 2005; Gfeller, Chappelier, and De Los Rios, 2005). In terms of the biblical texts, I have successfully applied a graph clustering technique to data processing that utilizes a clustering-coefficient threshold in creating sub-networks for the Gospels of the New Testament (Miyake, 2008). This paper reports on the application of a soft graph clustering method to four social networks constructed based on the co-occurrences of the people and places. Specifically, I propose a soft graph clustering technique as a method of detecting the community structures within the social networks of the Gospels. The principle objectives of this study are to investigate the interaction between the characters in the stories.

The corpus used in the present study is the Greek version of the Gospels (Nestle-Aland, 1979) and the data mainly consists of names and places. A set of nouns such as son, father, prophet are included as well, that are regarded as important in representing the characteristics and the roles of people in the stories. In creating four social networks from the books of Mark, Matthew, Luke and John, co-occurrence data is computed for pairs of words that appear in the same verse (sentence) and the words remain morphological forms that make it possible to analyze the relationships between words such as “who says whom”.

Table 1 presents the number of co-occurrence words represented as nodes for each Gospel network and its basic statistical measure such as degree average values, the average shortest path and the average of clustering coefficient that are clues for examining the structural characteristics. Degree refers to the number of words that are connected to a given word and its average value shows its connectedness of nodes within a network. These degree average values for each Gospel indicate that these social networks have patterns of sparse connectivity. The clustering coefficient is known as the index for investigating probabilities that an acquaintance of an acquaintance is also an acquaintance of yours, in other words, as an index of the inter-connective strength between neighboring nodes in a graph. Following Watts and Strogatz (1998), the clustering coefficient of the node (n) can be defined as: (number of links among n’s neighbors)/(N(n)*(N(n)-1)/2), where N(n) denotes the set of n’s neighbors. The coefficient assumes values between 0 and 1. In the social network study, the clustering coefficient can be utilized as a measure of role ambiguity or community hubs that have numerous links. The four average clustering coefficients for the total nodes are all quite high values of 0.5 or more, indicating strong connectedness between nodes, which is a characteristic of small-world networks.

<table>
<thead>
<tr>
<th></th>
<th>Mk</th>
<th>Mt</th>
<th>Lk</th>
<th>Joh</th>
</tr>
</thead>
<tbody>
<tr>
<td>node</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Degree average</td>
<td>5.09</td>
<td>5.92</td>
<td>5.3</td>
<td>6.96</td>
</tr>
<tr>
<td>(% for the total nodes)</td>
<td>2%</td>
<td>3%</td>
<td>2%</td>
<td>5%</td>
</tr>
<tr>
<td>Average&lt;C&gt;</td>
<td>0.58</td>
<td>0.55</td>
<td>0.57</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Table 1

In order to discern the relationships among the words within the social network, this study applies a soft clustering method combining the hard clustering of Markov Clustering (MCL) and the index of clustering coefficients. MCL is the bottom-up classification methods that allow us to detect the patterns and clusters within large and sparsely connected data structures. Within the MCL process, a graph is partitioned into hard clusters. However, one particular problem with applying MCL to linguistic resources is that the hard clustering approach is not appropriate for words that have multiple meanings, more specifically for the individuals who are involved in multiple communities in the context of social networks. In order to overcome this problem, that hard clustering of
MCL is applied to the network removed the bottleneck nodes which are identified as the hubs by taking the clustering coefficient as a threshold. In this study, the only nodes with the clustering coefficient of more than 0.2 were selected. After the MCL process, the resultant crisp clusters are expanded with neighboring nodes to produce overlapping clusters that include in the hub nodes.

Figure 1 plots the numbers of the MCL cluster sizes for each network, which illustrate the transitions occurring in downsizing the networks generated from graph clustering. Taking the result of Mt for an example, the MCL resulted in 44 hard clusters, with an average of ?? cluster components (SD=??). Comparing between clusters across the four social networks illustrates the different roles associated with characters in the Gospels, such as Jesus as the son of God in Mark and Jesus as Savior in Luke.

In order to compare between clusters across the four social networks, the Jaccard coefficient is appropriate index for measuring similarity between clusters, which can be computed based on the number of elements in the intersection set divided by the number of elements in the union set. The table 2 presents the results of average Jaccard coefficient value among four Gospels, indicating that the similarities among first three Gospels such as Matthew, Mark, and Luke are higher than those for John. The first three Gospels have been referred to as the Synoptic Gospels, because a high similarity has been recognized among them. Table 3 presents a set of clusters with the highest similarity for the Synoptic Gospels, which can easily refer to a phrase beginning with “Render onto Ceasar”. Figure 2 is a sample of the sub-networks focusing on the word of Peter and its neighboring nodes. As the neighboring structures for the node of Peter are different among four networks, such a graph representation makes it possible to examine structural similarities and differences among social networks.

<table>
<thead>
<tr>
<th></th>
<th>Mt</th>
<th>Mk</th>
<th>Lk</th>
<th>Joh</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mt</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mk</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lk</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Joh</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2

In summary, this paper has reported on the application of a soft clustering method combining the clustering coefficient and Markov Clustering. Especially, the graph clustering technique offered an effective way of controlling over the hub nodes that are linked to numerous other nodes. Examining social networks is useful in exploring the interactions between characters and the features that underlie word groups within the Gospels. In pursuing the precise communities the characters are involved in and the series of action and events in stories, the research is working to make the dataset more sophisticated, such as the treatment ambiguous names and personal pronouns.
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1. Introduction
In considering cases of interoperability in the Digital Humanities, it might be useful to focus on an example from Buddhist Studies for three reasons: The first is usage of the multilingual Buddhist canons that were written in Pali, Sanskrit and translated into Chinese, Tibetan, and so on before the 10th century. Thus, a system had to be established that allowed one to deal with resources that are composed not only by various families of written characters but also various languages. The second is that they are significant as resources in history, linguistics, and other academic fields because they include not only Buddhist ideas but also information related to the ancient world of which Buddhism was a part. Thus, interoperability in this field is needed in order to synthesize such related fields. The third reason to focus on this case study is that digitization projects in the field Buddhist Studies are in progress worldwide, having both academic and proselytizing purposes. Moreover, many projects house sub-projects within: for example, one’s aim might be to merely retrieve information on a local computer; or, on the other hand, one might want to publish critical editions of digitized canonical texts on the Web. Discussion of this need for interoperability has already begun in the organization known as the Electronic Buddhist Text Initiative [EBTI]. We will discuss some aspects of that through our case study that follows.

2. A Case Study: SAT and the DDB
In this chapter, we will discuss the interoperability between two different projects in which we are engaged: the DDB (Digital Dictionary of Buddhism, http://www.buddhism-dict.net/ddb/) and the SAT (SAT Daizōkyō Text Database Committee, http://21dzk.l.u-tokyo.ac.jp/SAT/). The DDB is a web-servicelexicon that includes over 45,000 entries. The SAT project has digitized a scholarly edition of the Chinese Buddhist canon, con-
sisting of approximately 150 million Chinese characters in eighty-five volumes. It was compiled and edited by Japanese scholars in the Taishō Era and has been treated as de facto standard text in the field of Buddhist study since then.

2.1. The DDB: The Digital Dictionary of Buddhism

The DDB was developed for the study of Buddhist texts written in classical Chinese and other East Asian languages that include Chinese character-based terminology. This project was initiated in 1986 by Charles Muller, a specialist in East Asian Buddhism. In 1995, with the advent of the Internet, Muller converted his data set into HTML format, and placed it on the Web. During this period from 1996-2000, the storage format of the dictionaries was changed to SGML, and then to XML. In 2001, with the help of humanities computing guru Michael Beddow, the dictionaries were reset on the web in XML format with a search engine, and this structure remains in place down to the present day. The DDB features Buddhist terms, texts, schools, temples, and persons. Entries range in scope from short glossary type, to full-length encyclopedic articles. Now supported by more than sixty collaborators with specialist’s expertise in a wide range of areas in Buddhist studies, the expansion rate of the DDB has been exponential in recent years.

A special dimension of the DDB is its usage of XML attributes to accredit contributors for their work at the level of entry sub-areas (XML "nodes") rather than only at the level of full entries, as seen in standard printed works. Furthermore, the relatively accessible XML tag structure (based loosely on the TEI model) has made it possible to integrate and interlink the DDB with other lexicons (such as EDict), and external text databases, such as the SAT text database.

2.2. SAT: The SAT Daizōkyō Text Database Committee

SAT is managed by the SAT Daizōkyō Text Database Committee (directed at present by Masahiro Shimoda). The database depends on an XML-like legacy scheme which was designed in 1998 and superficially represents the pages of the edition. The textual corpus was digitized and corrected mainly by about 200 young Buddhist scholars during a period of about ten years. While descriptive markup has not yet been fully implemented, the locations of passages in the source texts, such as page, paragraph and line were precisely recorded so that the traditional methodology of the Buddhist study could be referred to transparently. It has been posted on the Web since April 2008.

2.3. The Interoperation between the DDB and the SAT

When the SAT Web service was started, it provided some interoperation with other related projects. The most important service provided is the search function for the entries of the DDB. The function adopts AJAX so that users can retrieve items transparently on their Web browsers. If users select a portion of the text with their mouse devices, they can view all terms in the text contained in the DDB. The service is convenient for those who have interest in the text—especially beginners in Buddhist studies. In addition, the SAT Web service distributes some APIs. One of them is reference service based on the physical location. It provides a function to clip an arbitrary part of the texts by means of specifying the location or the range in a certain URI. The DDB and some other Web services adopt this API. The important merit of this interoperation is not only the usability, but also the management structure that allows each long-term project to be sustained independently. It is so difficult to manage a big digital project that sometimes it may be disrupted, crash or even disappear. Although we may wish to increase our services, they often become unwieldy, even ending up in abandonment of the project. Enhancing Web services in order to support researchers, the interoperation with the other projects will also be a workable alternative in the field of Buddhist studies.

3. Other Examples of Interoperation

SAT interoperates with some other projects such as CHISE and INBUDS. CHISE is an ontology mainly focusing on Chinese characters distributed under GNU GPL. SAT adopted CHISE to serve as a thesaurus of Chinese characters in order to support its retrieval system.

INBUDS is a bibliographical database for the study of Indian philosophy and Buddhism. It is maintained by the Japanese Association of Indian and Buddhist Studies and includes 60,000 records that have been collected for twenty years. SAT implemented the interoperation with the INBUDS so that users could refer to the related academic resources. Some of the resources in the INBUDS are distributed as digital data.

4. Some Problems in Interoperability

As discussed previously, in the field of the Buddhist studies, interoperability is quite efficient in some ways. On the other hand, all-too-common problems of interoperability are also found in the field. One of the important issues is that of organizational sustainability. If one side of the organization stops distribution of their own resources, the interoperation would end. However, it can be argued from another perspective that this is ac-
ually an advantage, because it allows ready awareness of systematic changes, allowing managers to adapt as necessary, for example, when one needs to salvage distributed data. Indeed, SAT has recently begun to support INBUDS because, after establishing the interoperation, it became clear that the programmers of INBUDS had been facing some problems with managing their data for some time. Therein, especially, in the case of a personal project, it is more secure to establish interoperability.

5. Conclusion
Just as “the fourth generation collections” in the field of the Western classics, digitizing projects for Buddhist studies are gradually shifting their own styles to the next generation which puts emphasis on interoperability. Interoperability not only exposes the problems inherent in the activities of the digitization of Buddhist studies, but also shows the ways to solve those problems. The same model will eventually hold true for the Humanities in general.
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The Maryland Institute for Technology in the Humanities (MITH) and the Hector Pieterson Memorial & Museum (HPMM) propose a transatlantic digital collaboration to create the Cultural Heritage Platform, an extensible web interface and toolset for the detailed study and conservation of historic resources. We further propose an extensive technical training and support program for curators and staff at Constitution Hill, Johannesburg; The District Six Museum, Cape Town; Red Location, Port Elizabeth; and Kliptown, Johannesburg, enabling them to populate the digital archive with content from their collections. This joint effort would create a core “digital cultural heritage trail” that could be further extended to other related South African museums and that would allow students, teachers, and the general public from anywhere in the world to explore digital recreations of some of the most important places in the struggle against Apartheid. This paper will focus on the development of a digital archive, Soweto ’76, currently being built at the Maryland Institute for Technology in the Humanities (MITH) at the University of Maryland in collaboration with the Hector Pieterson Memorial & Museum.

The Soweto ’76 project began in early 2006 as a collaboration between the Maryland Institute for Technology in the Humanities (MITH) and the Hector Pieterson Memorial & Museum (HPMM), Johannesburg, South Africa. The initial scope of the project included the digitization and preservation of the archival collections of the Museum with the intention of providing on-line access to its holdings for broad public use. Due to a lack of available resources for their care and preservation, these holdings were considered endangered, and the MITH project team began the process of digitizing them in 2006. By early 2007 the team determined that the material in the archive could be best presented in an interactive 3D virtual environment with social networking functionality. Such an environment would stimulate critical historical thinking by raising questions about the nature and construction of historical narratives in newly developing democracies. In addition, the online archive would make the materials in it broadly available to scholars interested in doing research on the history of Soweto and the student movement against Apartheid. Currently Soweto ’76 is completing the digitization of its holdings including oral history interviews, video interviews, historic photographs, commemorative memorabilia, maps, and other material artifacts. A collection of over 200 South African newspaper articles from the period 1976-1980 have also been digitized and transcribed as part of the archive. The project staff has recently started the process of “tagging” (that is, describing) text, image, video, and audio files from already digitized collections.

As MITH developed the Soweto ’76 interface, they worked, according to the best principles of software design, to make their work as generalizable and as reusable as possible. It soon became apparent that the interface might be used for other archives to create a larger cultural heritage platform for historic sites. This large, multi-institutional archive has become the goal of the project we are now proposing.

The link between human rights and the preservation of cultural heritage resources is often misunderstood. Forgetting our histories is politically problematic for many reasons, primarily because it denies the potential for building broader cultures of democracy. Nations must apologize and/or offer compensation for historical injustices if there is to be a process of healing and remembrance. If we are truly seeking social justice, we must remember these historical injustices and recognize how they continue to shape identities even today. It is therefore essential to understand cultural heritage resources as a part of peoples’ efforts to maintain and construct their own identity. Historic sites are critical elements in the struggle for equality and democracy, and new technologies can be used to increase access to the information kept in these important spaces.

In addition to providing access to archival materials extensive in collections such as those of HPMM, our database interface will allow users to explore historically accurate recreations of heritage spaces in South Africa, and to access digital artifacts related to each particular space/place. This focus on place is important because so much of the critical urban fabric of places such as Soweto, District Six, or Red Location was erased during the Apartheid era. Under the post-apartheid Mandela and Mbeki governments there has been an assumed connection between urban redevelopment and heritage programs, particularly if they promote foreign tourism. As some scholars have argued, “political transformations can create new urban political identities, but the politics of tourism can give cash value to the memorializing of select
pasts.” Over a decade of democracy has brought massive reforms and advances across the heritage industry, but there remains a lack of understanding regarding the cultural significance of Black heritage resources in South Africa’s still isolated townships. Unfortunately, much of the physically extant heritage does not easily lend itself to the traditional standards of what is considered “architecturally significant” or “visually impressive.” Much of the history of the anti-apartheid movement took place in the townships amongst what many heritage professionals would consider to be “the mundane” and ordinary structures and environments of the poor. Therefore, it is necessary to develop a different set of criteria and strategies for documenting and preserving these important sites.

Once the Soweto interface is complete, other cultural heritage institutions in South Africa concerned with human rights and social justice can be added easily to the digital heritage trail, as long as they conform to our metadata standards. Each additional institution thus will not only make its own content visible to the world, but will also enrich the collectively searchable content of the archive as a whole, which will always be greater than the sum of its constituent parts. In this way we hope to create a “Digital Heritage Trail” that connects the cultural institutions in South Africa together in virtual space.

Of course, creating the XML files that comprise each digital object can be demanding work, especially for those whose technical skills are not highly developed. For this reason, we will also provide access to the Ajax XML Encoder (AXE), developed in 2007-2008 at MITH (originally for the Soweto ’76 project) with funding from a National Endowment for the Humanities Digital Start-up grant. This tool allows non-technical users to describe or “tag” text, image, video, and audio files using an intuitive Web-based interface. Graduate students working on the Soweto project have already successfully used the tool, and a public beta version is planned for the end of the summer of 2008. Because our interface will be open source and our metadata standards will be readily available, they will be adaptable for the collections of other cultural heritage institutions in South Africa and around the world.

Institutional Partners
Hector Pieterson Museum & Memorial (HPMM), Johannesburg, South Africa
Maryland Institute for Technology in the Humanities (MITH), College Park, MD, USA
Africana Studies Program, Hamilton College, Clinton, New York, USA
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How much of an effect do transcription errors in a text document have on the ability to do useful statistical analysis on that document? In order to perform authorship attribution, it is often necessary to first have a digital copy of the documents in question. The task of authorship attribution is to assign an authorship tag to a document of unknown origin based on statistical analysis of the text and comparison with documents of known authorship. This is often automated by means of a computer, which necessitates the existence of digital copies of all the works to be analyzed. The success rates of optical character recognition (OCR) systems make them an attractive choice for the creation of these digital copies. The various documents can be scanned into a computer and converted automatically to text. Rice et al. documented OCR per-character accuracy rates of greater than 90% for nearly all commercial OCR systems tested, most of which scored in a range of 95-98% accuracy (1996). More recent commercial claims by OCR companies suggest that accuracy rates are above 98%. However, is a 5% or even 2% error rate acceptable when creating a statistical authorship model? Is it necessary to proofread each scanned document by hand before performing authorship attribution, or is the error rate small enough that it is unlikely to affect the overall result?

We intend to present new results showing that it is not necessary to proofread scanned documents before using them to perform statistical authorship attribution. In fact, these results suggest that no significant performance degradation occurs when analyzing documents with per-character error rates of less than 15%. As this is well below the published averages for OCR systems, there is little need to worry about the few errors which will be introduced during the automated image-to-text conversion. Accuracy of study materials is of course crucial for an ideal authorship attribution study. As Rudman (1997) put it, “most non-traditional authorship attribution researchers do not understand what constitutes a valid study.” In 2002, he wrote, “do not include any dubitanda—a certain and stylistically pure Defoe sample must be established—all decisions must err on the side of exclusion. If there can be no certain Defoe touchstone, there can be no ... authorship attribution studies on his canon, and no wide ranging stylistic studies.” Ideally, we would have access to the original manuscripts to make sure that what we have is the pure work—but in the real world, we may not have such access. We argue, in contradiction to Rudman, that by assessing the likely contribution of types of error—such as errors introduced by bad OCR technology—we can determine whether such errors are likely to shake our confidence in our results. If we can give 10:1 odds that a given paper was likely written by Defoe, we will still be confident if we learn that our odds might be as low as 9.8 or 9.9:1.

For this experiment, we made use of the Java Graphical Authorship Attribution Program (JGAAP, www.jgaap.com), a freely available Java program for performing authorship attribution created by Patrick Juola of Duquesne University. This modular program breaks the task of authorship attribution into three subtasks, described as ‘Canonicization’, ‘Event Generation’ and ‘Statistical Analysis’. During the Canonicization step, documents are standardized and various preprocessing steps can occur. For this experiment, we created a Canonicization method which randomly changed a percentage of the characters in each document, simulating the per-character error of an OCR system. We also converted all characters to lower case during this step. We generated a feature set of ‘Words’, which JGAAP defines as any string of characters separated by whitespace. Finally, we used a normalized dot product as a nearest neighbor algorithm to assign authorship tags to unknown documents. Noecker and Juola (personal correspondence) have suggested that this normalized dot product scoring,
which they refer to as the 'Cosine Distance’, outperforms many more complicated techniques and is especially well suited to the feature set we chose.

In order to test this experiment on real world data, we have used the Ad-hoc Authorship Attribution Competition (AAAC) corpus. The AAAC was an experiment in authorship attribution held as part of the 2004 Joint International Conference of the Association for Literary and Linguistic Computing and the Association for Computers and the Humanities. The AAAC corpus provides texts from a wide variety of different genres, languages and document lengths, assuring that the results would be useful for a wide variety of applications. The AAAC corpus consists of 98 unknown documents, distributed across 13 different problems (labeled A-M). An analysis method’s AAAC score is calculated as the sum of the percent accuracy for each problem. Hence, a AAAC score of 1300% represents 100% accuracy on all problems. This score was designed to weight both small problems (those with only one or two unknown documents) and large problems equally. Because this score is not always sufficiently descriptive on its own, we have also included an overall accuracy rate in our experiment. That is, we calculate both the AAAC scoring and the total percentage of unknown documents which were assigned the correct authorship labels. These two scores provide a fair assessment of how the technique performed both on a per-problem and per-document basis.

The experiment itself consisted of fifty-two iterations of the authorship attribution process over the entire AAAC corpus. The presented results will be an average of the effect of random transcription errors from 1% to 100% of the characters in each document. As previously noted, we calculated both the AAAC score and overall percentage correct over some 5,096 experiments (98 experiments per iteration). These overall results suggested that there was essentially no decrease in performance on either the AAAC score or the overall percentage for error rates of 1% to 2%, which many commercial OCR systems claim to achieve. Even for more skeptical error rates of 5%, the overall percentage correct decreased by about 1%, and the AAAC score by about 20. This trend continues until roughly a 15% error rate, after which the performance drops off rather considerably. Still, as Rice et al. have reported, all major OCR systems are capable of error rates considerably lower than 15%, which strongly suggests that there is little reason to spend additional time proofreading scanned documents before performing authorship attribution.
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Past panel discussions at Digital Humanities conferences (including one on the question of “finished” work and another on innovative management techniques) have offered anecdotal evidence about factors contributing to the success of digital projects. Our journals and conference programs brim with accounts of work in progress, generally presented at the height of its success. The exigencies of grant funding and conference or publication submissions tend to make the record more sanguine about our projects than, perhaps, their full lifecycle would merit. This poster takes a deliberative look at that darker side of project management with which we are all too familiar – the experience of projects that have entered states of transition or even decline. We will open and describe a research methodology for a broad survey of the digital humanities community related to project management – specifically on how we think about our projects and behave toward them when they face times of transition and decline, and what we see as the causes and outcomes of those times.

Decline is an especially pressing issue for the digital humanities because of the tendency of our projects to be open ended. Traditional, long-term scholarly projects (even the small subset which, like the majority of digital projects, are collaborative in some way) are generally projected to end with the publication of a monograph or scholarly edition – something solid to sit on the shelves, regardless of whether the project itself endures past a publication point. Digital humanities projects are more likely to have output such as databases or websites, objects that beg a sustainability plan and require long-term curation even if they are not continually updated. They are also more collaborative than most scholarly projects and therefore more dependent on the continuing energy and goodwill of various institutional and intellectual partners. One could argue that digital projects are, by nature, in a continual state of transition or decline. What happens with the funding runs out, and the original project staff has moved on or been replaced? What hap-
penns when intellectual property rests with a collaborator or an institution that does not wish to continue the work?

If projects are particularly vulnerable in transitional phases, how can we anticipate and ameliorate the effects of these times? Does the valuation of projects against conventional measures of scholarly success (teaching, research, service) or within traditional disciplinary boundaries impact their continuity or conclusion? Is there actually something qualitatively different about digital projects versus “traditional” scholarly undertakings? Are there new models for scholarly output that match more satisfactorily to the real-world outcomes and trajectories of digital projects? Do certain kinds of early planning make projects more likely to weather changes? What brands of institutional support are most helpful to projects that are meeting their natural or unnatural ends?

Survey questions address the following issues:

- basic questions of project funding (its duration and dependability) and the role of local, institutional support;
- the early definition of the project and its potential for “mission creep;”
- the definition of short-term vs. long-term goals for the project and to what extent the project met them;
- the relation of the project to inquiry in traditional disciplines, to pedagogy, to published research, and to tenure and professional advancement;
- staff retention and continuity;
- matters of intellectual property and open source;
- the use of tools or techniques for project management;
- explicit risk management in project design and the “sustainability” both of the product of the work and of its production process;
- and whether the views of survey participants regarding digital scholarship have evolved over time in response to transitional experiences with their own projects or to larger changes in academic culture.

The “Graceful Degradation” survey has been constructed under advisement of experts in qualitative data analysis at the University of Virginia. It will be conducted online and in paper format over the course of several months beginning in the summer of 2009. The authors of the survey are well positioned to solicit responses from both North American and European projects and will endeavor to reach out more broadly – both geographically and to communities of practice (including digital history, computer music, and electronic publishing) that have been somewhat underrepresented at past digital humanities gatherings.

At Digital Humanities '09 in Maryland, we will solicit responses from conference attendees and present our methodology in poster format. We anticipate that this survey will help us to determine fruitful lines for future inquiry, including projects deserving of careful case study presentation. We hope to identify and share some best practices in the design and management of projects that weather transitional periods well. We would also deem this poster presentation a success if it broke the taboo on conversation about those digital humanities efforts that – for reasons we will be prepared to describe – have failed to degrade with a measure of grace.

Notes
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1 Introduction
In this paper, we will present two schemes, one for encoding Manga and one for the collation of graphic resources, both of which are used in reformatting systems. The schemes and reformatting systems will provide multiple merits for carving out a new research field for digital humanities.

2 New Field Opened Up by Manga
Manga, or a graphic novel originating in Japan is gradually becoming known as new reading art, or a kind of literature even outside of Japan. Manga contains multiple graphic units on a surface unit (like a page) and sometimes texts are written in the background, which we call depicted letters. Each frame, which is a unit of an image, is sometimes related to another frame using a caption. And, each balloon can be dominated by multiple frames and possibly other balloons. It means that we have to prepare a scheme to handle graphic units with structures which are not the same as the text structure. To digitize Manga in markup languages requires more fine encoding schemes for the relationship between image and text data rather than those for simply illustrated texts, like referring directly a corresponding image file. Manga could be a new target for encoding in markup languages, and a good test bed for checking adaptability of reference schemes like TEI[1].

Manga has graphic expressions which help us envisage situations the story represents, which means that translations of Manga will not be so different from language to language, compared to translations of other types of literature like novels. Then, we can expect that the multi-lingual corpora based on Manga will be semantically more stable. The corpora would be good resources of analysis for natural language processing especially for machine translations.

Manga has the potential also for good corpora of onomatopoeia, or ways to imitate phenomena with letters, which can be regarded as a type of mimicry using phonetic values of letters/characters. Onomatopoeia have been neglected as academic research targets for a long time since its presence in linguistics or semiotics has been denied. However, in our view, onomatopoeia is a full-fledged domain of linguistics as well as nouns, sentences, and discourse units, or at least should be a domain for lexical items in multi-lingual dictionaries. Manga will provide a good resource for making corpora of onomatopoeia.

3 Schemes for Text and Images of Manga
As a preliminary experiment, we had encoded two titles of Manga, Nodame Cantabile and Crayon Shinchan, following the scheme of a drama module for performance text in TEI P5, and confirmed that the scheme can also be used as a base scheme for Manga. This could mean that Manga can be treated as a kind of “continuities” which are used as scripts in film productions, sometimes called storyboards. However, we also confirmed that we should revise the scheme to describe the connections between frames, balloons, and texts. For example, it is impossible to encode all of the correlation of abstract units and images, like a section and multiple page images, in a text data structure.

4 Reformatting Systems
The Library of Congress in the US started a reformatting program, whose aim is mainly the preservation of the appearance of physical books or documents[11]. We plan to
make reformatting systems, but the objective is different from L.C.'s. Our system will be designed for converting physical forms into digital forms, and then back to physical formats like: books to scrolls, scrolls to books, books to books, and so on. The idea comes from discovery and observation as follows. The extant *Ouma Jirushi*, the early color-printed publications in Japan, are all in scroll formats, except for one in Tsurumi University, which is in a set of folios in which holes for binding remain. All the materials contain the number of leaves and volumes, printed in the center of each folio. It would mean that the *Ouma Jirushi* was originally binded in or printed for a book form, but later was re-formed into a scroll format. This kind of shift in formats can now be observed in printed music. Players sometimes reform a sheet or book of music to a long sheet or scroll of music for making easy to follow notes without turning over any pages or sheets. For narratives which contain time-sensitive content, scrolls would be more suitable than books. A format style would not have developed from being a primitive one to being an advanced one in history. Digitally reformatting systems will provide opportunities to verify the propositions and re-examine which formats are the most suitable for the content that existing materials have.

**Figure 2**

5 Reformatting Manga from Recto First to Verso First Reading Style

According to a news story in the *Yomiuri Shimbun*[13], French translation version of *Pink*, which is a title of Japanese Manga, was published with two formats; one for reading from left to right pages, which is an ordinary way to Western culture, and one for reading from right to left pages, which is an authentic Manga style. The latter is easy to make a translated version, however the sales have not been good as compared to the former. This kind of trials has also been carried out in US[12]. Making a verso first reading style version costs publishers much time and money for re-fabrication. For example, let’s compare an original format in Fig.1 to a recto-first format in Fig.2.

Since there is no change in images, the directions of frames and balloons are the same on both formats. However, the directions of language reading is different from them. Then, editors have tried to make recto-first formats into verso-first formats for English versions. Fig.3 is a verso-first format with two ways of changing: translational and reflectional symmetry movements. The first row in Fig.3 is a mirror image of originals. Each frame on the second row in Fig.3 is results of translational symmetry movement. Then, on the first row a balloon direction is the same as a frame direction, but is not on the second row. On the other hand, information pictured in frames is kept on the second row instead. Which way is adopted in editing translation versions depends on editors’ expertise. The aim of our system is to support the re-formatting processes.

**Figure 1 and Fig.2**

6 Collation of Image Units

In order to make the reformatting system, first of all, we have to lay down a scheme for collation of graphic resources. The results from the scheme will be used as data for analysis to find out heuristic rules for automatic frame relocation, then for instructions in converting systems. Making a scheme for collation of graphic units will be a new challenging target. Now we are experimenting...
with descriptions to find ideal schemes for collation of graphic units.

For example, encapsulating balloon information into frames in image structures looks to make easy to specify types of movements in reformatting. However, it is still a problem in order to make adequate results to what extent we should encode instructions about image movements in collation data on the assumption that image processors can adjust fluctuating location information encoded in XML data.

7 Conclusion
Now we are making markup texts of several titles of Manga following the TEI scheme as much as we can, and seeking a reference scheme for collation of image unites in comparing a Japanese version with the two different formats of English translation versions. We are planning to alter the TEI scheme to match our requirements especially making useful collation data for reformatting systems.
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Majoring in Japanese History, I have been conducting research with its focus on handwriting in historical documents. Through searching for documents with the same handwriting from a great number of historical documents, I collate documents written by the same person, analyzing them with questions of not only what is written, but also why this specific person wrote this specific document, and why this particular text is included in this specific textual body.

Since comparisons and analyses of handwritings reveal what text-only analyses cannot, history and palaeography have been arguing importance of the study of this kind. Despite this argument, however, we have only seen insufficient progress in the study of handwriting. A major reason for this derives from the fact that researchers have not been facilitated with a suitable environment to help them conduct ever repeating tasks of not only searching the same letters and characters in enormous amounts of texts of enormous amounts of documents, but also comparing them. This paper proposes a computer system to facilitate such an environment for historians and its possible applications for pictorial materials. Please note that what I am aiming for here is not automatic identification of handwriting by computer. Rather, the computer is to help researchers’ identification by organizing, searching, and displaying data.

In order to identify somebody’s handwriting, first I have to search letters and characters that appear both in a ‘standard’ document written by that person and a document to be compared with. Since this is a fairly exhaustive research to look for all comparable letters and characters, I use computers to sort out and organize information about what kind of letters are located in what place in which document, and based on this, I have been doing research on methods to search and display characters or strings of characters.

There are two kinds of information about where a character is located in a document. One is logical information, expressing information about the location by using terms such as page, line, and column. You can find examples of this kind in book indexes and the computer’s full text search. The other is to point out the location...
visually. This is as if someone brings a book with him, opening the page, and pointing out to you exactly the place you are searching.

In the system I propose here, I separate characters in the text from each other, putting them into relational database in which each character is treated as one record. For each character, I assign these two kinds of locus information. One is its location in the logical structure of the text—what number in terms of the page, the line, and the column; and the other is the physical location as expressed in the coordinates on the digital image. This kind of assignment, manually conducted, results in not only reconstructing text by assembling such characters, but also specifying the location of a character in a digital image of the document. When character data and image data are linked through coordinates, we can create a character catalogue by cutting characters out of document images. We can also search for a character or combination of those and highlight them in the digital image, as if someone brings a book with him, opening the page, and pointing out to you the exact character you want as Fig. 1 shows.

I belong to the Japanese Culture Research Group a part of Global COE (Center of Excellence) program Digital Humanities Center for Japanese Arts and Cultures, Ritsumeikan University, and the Group puts focus more on ukiyo-e and other visual material than on textual ones such as archival documents. For this reason, I am now working on to systematize information on ‘what image is where in what material’ in digitalized images that the same university’s Art Research Center has been ever accumulating. This system works like putting tags with some notes on pictures, but by using computerized tags rather than paper ones. So, what is the point of using the computer here?

First of all, among the many merits of this procedure, we can create other contents, based on every piece of information about what is where. For instance, if we place a mark on the publisher’s seal in an ukiyo-e print and input its data, we can not only search for and display it in the database, but also make a program that creates a list of the publisher’s seals by cutting out the image parts with the publisher’s seals and generate it in PDF or other formats upon creating a layout that links the data inputs.

Secondly, using the computerized tags means that we can show data on what is where in what material by using URLs. Imagine the situation, in which one researcher may want to inform another researcher of a part of a picture in the collection of the Art Research Center archives. He might attach the whole image or only a part of it to his mail with detailed explanation. Instead of such toils, when utilizing the data on the web, he would only need to create the data on ‘what is where in what material’ and send the URL. The receiver would then access the URL from his browser and inspect the picture with a tag attached to it and read the notes.

Until now computers have mainly been used in the humanities as a means to create databases. Starting with catalogues, now we can examine both full texts and images of textual materials. While the catalogues and full texts, and the catalogues and images, are respectively linked, we have seen little progress in the linkage between the full texts (or, in the case of pictorial materials, data on various elements of the picture) and the images.

Since this system makes this possible and people can use it personally, researchers can organize their research materials of full texts and images which they have collected by linking them. Besides such personal use, this system can be developed to be a system for multiple users. I believe that by systematizing data on ‘what is where in what material,’ we can suggest further possibilities of applying computers for the humanities, and that makes significant contribution to not only study of handwriting, history and paleography but also the humanities in general.
Introduction

To create the next generation of the technical infrastructure supporting image-based editions and electronic archives of humanities content, we are developing a new web-based image markup tool, the Text-Image Linking Environment (TILE), through a collaboration of the Maryland Institute for Technology in the Humanities, Indiana University Bloomington, the Royal Irish Academy, the University of Oregon, and Harvard’s Center for Hellenic Studies. Despite the proliferation of image-based editions and archives, the linking of images and textual information remains a slow and frustrating process for editors and curators. TILE, built on the existing code of the AXE image tagger, will dramatically increase the ease and efficiency of this work. TILE will be interoperable with other popular tools (including both the Image Markup Tool and the Edition Production and Presentation Technology suite) and capable of producing TEI-compliant XML for linking image to text. We will also put the image linking features of the newest version of the Text Encoding Standard (TEI P5) through its first rigorous, “real world” test, and, at the close of the project, expect to provide the TEI with a list of suggestions for improving the standard to make it more robust and effective. TILE will be developed and thoroughly tested with the assistance of our project partners, who represent some of today’s most exciting image-based editions projects, in order to create a tool generated by the community, for the community, with the expectation that, unlike so many other tools, it will be used by the community.

History of Images in the Digital Environment

Texts, from the earliest classical inscriptions to most twentieth-century correspondence, were originally inscribed on such physical objects as stones, papyrus scrolls, codex manuscripts, printed books, and hand-written and typewritten letters. As editors transfer a text from its original inscription, some of this context is necessarily obscured. Further, editors must often make potentially questionable decisions as they interpret the unclear or damaged text on the original artifact. A good editor will, of course, highlight such interventions in textual notes, but such notes, usually in small type and inconveniently separated from the main text, often go unread. The inclusion of page facsimiles can make the editorial process more transparent, but in print editions the reproduction of multiple, high quality images is often prohibitively expensive. Digital facsimile editions, on the other hand, may be distributed far less expensively, and so many editors are now choosing to publish their facsimile editions online.

The growth of the Internet as a public space in the early 1990s led to the first generation of widely-accessible scholarly electronic archives, and even at this early stage many projects integrated images into their work in significant ways. The Valley of the Shadow (1993), provided images for some of letters in the collection (in relatively low resolution), and the Rossetti, Dickinson, and William Blake Archives brought together encoded texts and images or parallel viewing and study. The relationship between image and texts in these archives is quite simple: for example, the page image of the source of the edited text in the Valley of the Shadow or the Rossetti Archive may be opened in a separate window, but the links go no deeper than the page level. One cannot, for instance, link from a word in the edited text to its location in the image or click an interesting area in the image to read an annotation.

At the same time that these relatively open-ended online archives were under development, other scholars were taking advantage of digital technologies to build self-contained scholarly editions. Some of the earliest efforts include the Wife of Bath’s Prologue on CDROM (Chaucer 1996), the Electronic Beowulf (Kiernan 1999), and the Piers Plowman Electronic Archive, Vol. 1, (Langland 2000). As with the online archives, these early editions were limited in how closely they linked image and text. The Electronic Beowulf did provide some annotations linked to areas on the manuscript folio image, but there are few of these as the coordinates for each had to be added to the HTML “by hand.”

As the community of scholars developing image-based projects has grown in the past decade, tools have been created that are actively used for project development. As of November 14, 2008, the project investigators know of no fewer than ten tools or collections of tools that al-
low users to edit or display images within the context of textual projects or editions. These range from those that simply display an image alongside a text, to very robust software suites which support the development of complete image-based projects with substantial functionality beyond simple text-to-image mapping.

The simplest tools enable the viewing of images alongside text transcription, either for editing or for display. Juxta, developed through Networked Infrastructure for Nineteenth-century Electronic Scholarship (NINES) (<http://www.nines.org/tools/juxta.html>) provides a window for viewing image files (if provided) alongside transcriptions, which could be very useful for an editor checking readings or adding annotations, but does not provide any method for connecting the image with the text beyond the page level. Similar is the Versioning Machine, developed by Susan Schreibman at the University of Maryland Libraries (http://v-machine.org/): a display tool for comparing encoded texts that also enables page images to be linked to the text at the page level. These tools are both useful, but for those scholars who seek to include more fine-grained linking in their projects they are not suitable.

There are also tools that support the linking of image to transcription or annotation. The Edition Production and Presentation Technology (EPPT), developed by Kevin Kiernan at the University of Kentucky under the aegis of the Electronic Boethius and ARCHway projects (http://www.eppt.org/eppt/) is a set of tools that have been developed in and run through the Eclipse software development platform. One of the main functions of the tool is to link transcription to an image of text, although it provides much more robust functionality. The Image Markup Tool (IMT), under development by Martin Holmes at the University of Victoria, BC, is the first tool to output complete and valid TEI P5 XML. The IMT enables a user to place a series of annotations on an image, resulting in a file that validates against the regular (unmodified) TEI P5 schema, and then enables the user to create HTML for the display of those annotations online. The IMT is very simple and easy to use, and is in many ways a model of the type of tool that we will be developing in this project - it does one thing, and it does it very well. Unfortunately, the IMT runs only on Windows machines and cannot be easily ported into new web-based projects. TILE will interoperate with the constrained IMT TEI format.

There have also been some efforts to build tools to automate the creation of links between transcribed text and image of that text. Hugh Cayless at UNC-Chapel Hill has recently developed a system for automating im-text linking, a process he presented at the Text Encoding Initiative Member’s Meeting, November 2008, and Reside has also developed the Word Linking tool, originally developed for the Shakespeare Quartos project.

The Ajax XML Encoder (AXE), also developed by Reside, allows users with limited technical knowledge to add metadata to text, image, video, and audio files. Users can collaboratively tag a text in TEI, associate XML with time stamps in video or audio files, and mark off regions of an image to be linked to external metadata. At present the web-based image tagger allows users to select regions in an image and store the coordinates of this region in a database, but it does not provide tools to make use of this data once it is stored. The text tagger allows a user to specify a relaxNG schema and then tag a text using this schema, but it requires users to enter coordinates for image links by hand (it does not, at present, interface easily with the image tagger). The tools in AXE were always intended to be interoperable and to have the functionality described in this narrative, and this current collaboration allows us to move the suite to the next stage of its development.

The Tool
TILE will be based primarily on the Ajax XML Encoder (AXE). Through TILE, we will extend the functionality of AXE to allow the following:

- Semi-automated creation of links between transcriptions and images of the materials from which the transcriptions were made. Using a form of optical character recognition, our software will recognize words in a page image and link them to a pre-existing textual transcription. These links can then be checked, and if need be adjusted, by a human.

- Annotation of any area of an image selected by the user with a controlled vocabulary (for example, the tool can be adjusted to allow only the annotations “damaged” or “illegible”).

- Application of editorial annotations to any area of an image.

- Support linking for non-horizontal, non-rectangular areas of source images.

- Creation of links between different, non-contiguous areas of primary source images. For example:
  - captions and illustrations;
  - illustrations and textual descriptions;
• analogous texts across different manuscripts

We are especially concerned with making our tool available for integration into many different types of project environments, and we will therefore work to make the system requirements for TILE as minimal and as generic as possible.

Notes
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A common method of performing authorship attribution (or text classification in general) involves embedding the documents in a high-dimensional feature space and calculating similarity judgments in the form of numeric “distances” between them. Using (for example) a k-nearest neighbor algorithm, an unknown document can be assigned to the “closest” (in similarity or distance) group of reference documents. However, the word “distance” is ill-defined and can be implemented conceptually in many different ways. We examine the implications of one broad category of “distances”.

This notion of distance can be generalized to dissimilarity judgements without previous embedding in a space. An example of this is the Kullback-Leibler Divergence which calculates an information-theoretic dissimilarity measure, effect size, between two event streams where the events are not necessarily independent and thus cannot be directly tabulated as simple histograms. This kind of “distance” can easily be incorporated into a text classification system.

To a topologist, a “distance” is a numeric function D(x,y) between two points or objects, such that

- D(x,y) is always nonnegative, and always positive if x != y
- D(x,y) = D(y,x)
- D(x,y) + D(y,z) >= D(x,z)

However, there are many useful distance-like measures (technically known as “divergences”) that do not have all these properties. In particular, divergences such as the Kullback-Leibler divergence and vocabulary overlap are not the same when measured from different basis. So, assume that you have two documents A and B and want to find the divergence between them. The methods would be to find the divergence of B from A, D(A, B) or to find the divergence of A from B D(B, A). These two ways of applying the same divergence will give you different results.

The two results being different is important because it implies that there is different information captured by each one. This has been shown to be true for some divergence measures (Juola Ryan, 2008) but upon reviewing those previous results, it seems there is rarely a case where information spread across both divergences i.e. the information gained from one is better then an average of the two. The problem then becomes that we do not know which one will contain more information. Because of this we have come up with criteria for selecting one over the other. The criteria devised are simple; we will either use the max of the two methods, or the min of the two methods.

To test this, we are in the process of applying several divergence functions to a standardized corpus [the AAAC corpus (Juola, 2004)] of authorship attribution problems using the JGAAP framework (Juola et al, this conference). We will compare each run normally, backwards, then both taking the max and min.

Preliminary results using the Kullback-Leibler Divergence and the LZW Distance indicate that using the max of the two divergences will on some problems increase accuracy by up to four-fold. We plan to continue this work using other divergences; if this finding continues to hold, we consider this to be an important step to eliminating some of the “ad-hoc-ness” of the current state of authorship attribution, as we will be able to provide some steps to analyzing not merely what methods perform best, but what extensions of these methods can be used to improve their performance.
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ArchInSite is an augmented reality application that combines three-dimensional modelling, video compositing and a global positioning system into a handheld device. This system allows a user to move through the landscape, while using a mobile device to view virtual models accurately placed in space. ArchInSite is unique in its combination of a hand held device with GPS and video compositing. This system can be useful for visualizing architectural designs, sculpture and augmented environments directly on real site, while simultaneously interacting with and making design decisions within the virtual environment. Further, ArchInSite offers the possibility of creating a virtual world woven into real space, both as a means of displaying architectural information and exploring design alternatives within the existing conditions. At the conceptual level, privileging the perspectival view challenges the conventional place of orthographic projections as the media of architectural design.

Architectural Background

While the vast majority of the architectural community is concerned with scaled, planometric drawings that represented spaces from a God’s eye view, we are interested in exploring a technology that would allow us to visualize buildings in a real-time, interactive first-person perspective. Our reasoning is simple enough—if one experiences the world in a first-person perspective, why not design buildings in a first-person perspective? It appears to us that too often architects are referencing non-experiential spatial concepts, such as a geometrical relationship between adjacent rooms that is only evident in plan, instead of the direct experiential nature of inhabiting a building. We consider first-person perspectives of a building to be indubitable knowledge for architectural experience. Likewise, we consider an overall, spatial plan of a building to be comparable to the philosopher Edmund Husserl’s description of a belief. Therefore, a progression through a building, in which one is able to take in several first-person perspectives (indubitable knowledge), allows one to begin making some basic assumptions (beliefs) about the overall spatial plan of the building. So, while the experience of a building progresses from first-person perspectives to an overall, spatial plan, the standard practice for designing a building progresses in reverse, from planometric drawing to perspective. We see this problem as an opportunity to create a device that would provide the kinds of real-time, perspectival visualizations necessary to design in a first-person perspective.

It is our contention that the analysis of these first-person perspectives, not as our own perspectives, but as an ideal, archetypal perspective, should be the driving force of an architectural design. Like Husserl, we believe that a further consideration of things in and of themselves can provide a foundation for more conceptual and abstract thoughts.

Background/ Related Work

It is possible to trace the concept of computer generated reality to Ivan Sutherland’s pioneering work with head mounted displays and his idea of a window into a virtual world (Sutherland). Much of this early work focused on the creation of a world separate from our ‘normal’ world, which became known as virtual reality. The term ‘augmented reality’ was first introduced by two Boeing engi-
neers (Caudell), who created the Wire Bundle Assembly Project, which combined a heads-up, see-through, head-mounted display that registered computer produced diagrams superimposed on real world objects using half silvered mirrors and position tracking. Steven Feiner’s work on ‘A Touring Machine’ (Feiner) combined bulky GPS equipment with optical overlay heads-up display to geo-spatially register and display text information about campus building interactively. Ongoing work by Behzadam and Kamat (Behzadam) at the University of Michigan is using video compositing and GPS data to feed a head mounted video display for possible use in construction.

Research Issues and Implementation

Augmenting the sensible world with additional information is, on its face, a simple and reasonable goal. Because we never just look without intention, the ability to enrich the visual context with information makes possible new forms of understanding and interaction.

Augmented reality has raised important ideas about both hardware and software. The hardware issues have largely revolved around issues of display and registration (by contrast, generating 3d models and placing them on still photographic backgrounds is well understood). Display choices are largely focused on heads-up display technologies, with choices between see-through displays and video compositing. Registration of the model image with the real world is a difficult and on-going problem, requiring specialized equipment (head tracking accelerometers) and limited environments (position tracking). While these efforts continue to show promise, their current state is still largely fragile and more suitable to research labs than to wide spread use.

We have developed a prototype for a system that incorporates three-dimensional modelling, GPS tracking, an internal camera and video compositing to produce a device that creates a hybrid condition between the virtual and real worlds. The current implementation consists of a Sony UX micro pc running Maya modelling software, a GPS data parser and video capture software. The system utilizes a MEL script that enables the built in camera and the data streamed from the GPS to reorient the model in virtual space based upon the position of the user. A system such as this is feasible for virtually all camera/GPS enabled phones (currently estimated at 400 million units/year worldwide); this makes their use potentially ubiquitous.

Results

We have successfully tested the use of ArchInSite for viewing of proposed architectural models in the landscape. The system is readily understood and embraced by users, and while the registration problems endemic with head mounted systems do not completely disappear, separating the view port from direct attachment to users (by substituting hand held display for heads-up display) provides much more flexibility for the users to comprehend the registration of the virtual and the real. We began with preselected models that were placed at specific points in the landscape; we then implemented (using Maya’s default modelling tool set) the ability to make changes to the model while concurrently viewing virtual architecture integrated into its site.

We have three major findings.

1. The system that we have implemented utilizes eas-

Fig. 2 ArchInSite user changing position on an outdoor site.

Fig. 3 Screenshots showing change of user position and corresponding change in model and composited background.
ily obtainable handheld devices rather than heads-up displays, and side steps the difficulty of solving registration problems. Our users have found this handheld device approach to be a convincing window that they can connect directly and viscerally to the context.

2. We believe that ArchInSite can prove valuable as a design tool for architects and designers. The ability to see work with a model on site is useful because it gives you a richer and more fulsome understanding of the context than is possible when pursued through a distance by sketches, renderings and/or drawings. Coupling this visual understanding with the ability to alter the computerized model allows the designer to sensitively recalibrate and redesign the model in the actual setting.

3. We think that significant opportunity exists to construe a virtual world that is threaded inside the real world and supplements it in interesting ways. Architecture was often used as a classical rhetorical device for memorizing facts and telling stories and we see the potential for its re-emergence threaded through the real world.

**Further Work**

We are currently developing a new modelling and compositing implementation that will use custom software rather than off-the-shelf applications that often have high levels of system overhead. Our further goal is to move this application, or a variation of it, over to a more compact and ubiquitous device, such as the iPhone, a device that currently contains the hardware necessary to drive the software.

We will also be teaching an architectural studio course that will use ArchInSite as the primary means of design, seeking to challenge the hegemony of the orthographic.
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This paper focuses on an electronic document reader we have developed, a new method of lecture using this reader, and some possible examples of its utility for research on digital humanities.

Introduction

Recently, more and more documents have been stored in digital archives. Electronic documents have many advantages, e.g., high performance when searching text, instantaneous document transmission, and negating the need for archive space of the corresponding physical documents. Because of this, we can read thousands of digitized books anywhere with our notebook PCs.

Despite these benefits, however, it is often said that most people find it difficult to remember the contents of digital documents when reading them on a computer display, compared with reading the physical paper document. We can propose several reasons for this. Firstly, any physical movements which indirectly assist our recollection, such as eye-movement or page turning, are not experienced when reading digital documents. Secondly, making notes or memos or marking on the electronic document is usually not possible, and even if it is, we cannot do it as easily as on paper.

Some reports say that taking memos or highlighting parts of documents improves our understanding and remembering. Since such activity requires proactive decisions on selecting contexts, these actions activate our brain much more than silent reading. Of course, these markings and memos help us recollect our thoughts during a later reading of the document.

To overcome these shortcomings, we have developed a document reader that enables us to freely mark digitized documents. The reader we have developed has several marking functions, such as, highlighting areas of text, inserting bookmark stamps, and adding memos to the text. One of the most unique features of our reader is to realize these mark-up functions with usability almost equal to that of paper media. This point is important because such an easy-to-use text reader has not prevailed yet.

Our reader stores mark-up data in a file separate to the original document. As the mark-up data is written in a simple text-numeric format, it can be easily used by a lot of software applications, such as spreadsheets, statistics analysis or image processing packages.

In this paper, we will start with an explanation of our reader’s functions and then introduce two applications using it: a new method of lecturing using the reader, and examples of using mark-up data for the study of digital humanities.

Functions Of Our Reader

We now introduce editing functions equipped in our document-reader. An example text containing mark-up highlights, stamps, and memos written on the text is shown in Figure 1.

![Figure 1: A sample document with markings](image)

**Highlights:**

We can highlight text just by click-and-dragging the mouse along the text. Any other operations like opening menus or clicking icons are not required. Dragging from left-to-right highlights the text in red, while, dragging from right-to-left highlights in blue. You may think that highlighting in blue is a little bit difficult due to the right-to-left movement, but in exchange for this inconvenience, you do not have to choose a separate color to use. That is, blue is naturally used for short key words or important contexts.

**Stamps:**

If you push the space key, a stamp appears on the text. The stamp has two faces: “?” and “!”. The intended purpose of the stamp mark “?” is to mark hard-to-understand concepts, or points that need to be followed up later. The “!” mark is used for “interesting” or essential points of concepts.

Stamps also act as bookmarks. If you push the “<” or “>” key, the reader jumps to the previous or next stamp, respectively. If there is no following stamp in the current document, the reader jumps to the next bookmark in the
following document.

Text memos:
You can add notes or memos anywhere in the document. Push the “Tab” key to enter text-input mode. Characters you type on your keyboard will appear at the position of the mouse cursor. To exit input mode, push the “Tab” key again. Unlike the other editing applications, our reader does not show any text-input-box which spoils the look and feel of writing on the paper.

User’s mark-up data file format:
A user’s mark-up data is stored in an associated file. An example of a user’s mark-up data is shown in Figure 2. You can see that it is quite a simple form of text-numeric data. The number in the top line indicates the position of the cursor when closing the document on the previous reading. Each of the following lines describes the marker type and the coordinates of the surrounding rectangle. In the case of a text-memo, the user’s text is added as a character string after the coordinate values. These data are used not only for displaying mark-ups, but for other various purposes, such as taking mark-up statistics, extracting highlighted-regions from the document, and comparing comments written by different reviewers. We will now show some examples below.

| 1 | 306287 008921 003393 000197 |
| 2 | 306282 008429 003392 000092 for Two weeks |
| 3 | 306140 008461 003391 000095 Acceptance will be notified Feb 10, 2009 |
| 4 | 306190 008390 003427 000072 |
| 5 | 306393 008347 003415 000160 |
| 6 | 306421 008192 003426 000160 |

Figure 2: Mark-up data of Figure 1

Use During Lectures
Thanks to the improvement of our computer literacy and network technology, computer-assisted education, (so called e-learning), has become more and more popular. Our university has several computer rooms, but they are mainly used for learning computer software or programming. So, we have been developing a new style of lecturing using our reader to make the most use of computer rooms for the classes of humanities. The arrangement of a typical class is as follows.

First, the students read the lecture notes for the next class with our reader, highlighting or putting stamps on phrases they cannot understand clearly.

Next, the teacher receives student mark-up data via the network prior to the lecture. The lecturer checks the student reports with a summarized view (shown in Figure 3), and then, he examines which areas of the lecture students are having a hard time understanding. As a result, the teacher can modify his lecture so that it is more suitable and understandable for the students.

There are several other benefits for the students, too; 1) They can understand lessons more deeply by paying attention to areas they could not clearly understand. 2) Their sense of participation is promoted because their mark-up results directly affect the lecture content or explanation.

These major benefits are achieved by relatively simple editing actions by the students. According to a class evaluation taken at the end of the semester, most of our students approved of this style of lecture. By investigating the mark-up data gathered from them, we can extract difficult-to-understand keywords and sections of the lecture. In the near future, it may be possible to find relations between their marking style and their learning results.

Figure 3: Summarized views of student marks.

Using For The Study Of Digital Humanities
A particular feature that paper media have is that we can easily write on them, however, the reality is that, it is usually prohibited to write on research materials. By using our reader, we are completely free from such restrictions. This is one of the benefits of our writable reader used as a researching tool.

In addition, by displaying marks or comments written by more than one researcher on the same document, we can clearly recognize which points should be focused on, and what the differences are between their ideas. This function is also useful for referee reading or proofreading performed by several reviewers.

Finally, since each piece of mark-up data indicates its position in the material, it is easy to extract marked regions from the original material. After gathering these regions, they can be shown as listings or KWIC (keyword in context) forms. We can also use the marked region as a template for searching over the document. In this way, this reader can be used as a front-end to researching tools.

Conclusions
In this paper, we have confirmed the utility values of our digital document reader for understanding computerized documents and its usefulness in education. As mentioned
above, our reader can be used in several ways for the research of digital humanities. Especially, by handling materials such as image documents, our reader is suitable for handwritten documents and those with a large number of figures.

You can download our text reader from our website. We would like you to try it and give us feedback. Please feel free to stop by our poster session, as we are going to demonstrate it and introduce new methods for research on digital humanities.

URL: http://www.img.is.ritsumei.ac.jp/~h-seki/beeReader/
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In this talk, I plan to discuss and demonstrate my recent work at the William Blake Archive—namely, my development of a virtual lightbox application. I will discuss this work in the context of our editorial rationale, software roadmap (including our user interface redesign, currently scheduled for completion in early 2009), and our past approaches to digital tool development.

The user interface of the Blake Archive currently relies on Java-based tools developed at the Institute for Advanced Technology in the Humanities (IATH), University of Virginia, in the mid-1990s. These applets, ImageSizer and Inote, allow users to view some of Blake’s work at true size and to read the Archive editors’ image descriptions. They have proven useful and durable, but we have long sought to incorporate their functionality into a more powerful tool: a virtual lightbox application that provides users with image manipulation capabilities, features for object annotation, and the ability to collect and compare Blake’s work across genres, media, and time periods.

As technical editor of the Blake Archive, I have spent the past several months developing this software, and the Archive has successfully deployed it on our testing site. My poster will discuss the ways in which this software greatly expands the functionality of the Blake Archive in particular, and, in general, the ways in which it can be adapted to any digital project concerned with imagining in various contexts, with a special emphasis on art-historical and manuscript studies.

In terms of the Blake Archive, The primary goal of the lightbox is to give serious Blake scholars an indispensable tool for comparative analysis. By allowing users to collect different plates from different copies of an illuminated book (for example) and view them all at true size, the lightbox provides a fundamental tool of art-historical analysis that has hitherto been absent from the Blake Archive (as well as from similar projects, such as the Rossetti Archive). In addition, its annotation features allow users to explore image descriptions and editorial commentary; they also enable users to search currently loaded images by keyword, motif, or other markup characteristics.
Furthermore, its backward-compatibility with SGML Inote annotations permits a smooth transition between previous annotation/description schemes and the new, XML-enabled Lightbox environment.

In more general terms, I will discuss the architecture of the Blake Archive lightbox, emphasizing its open-source (MIT/X11) licensing and simple API. Its design, which is intended to be both straightforward and flexible, allows it to be incorporated into any web-based digital project with ease. Its simple, XML-based image annotation format is adaptable to a wide range of image markup needs. Finally, its installation procedure—which relies on simple JavaScript functions—will ensure that it is easy to integrate into other projects.

In addition to discussing the features and development of the lightbox, I will explain how it fits into the editorial rationale of the Blake Archive. As editors Morris Eaves, Robert N. Essick, and Joseph Viscomi have pointed out, the priority that we grant to the media, methods, and histories of artistic production has dictated a feature of the Archive that influences virtually every aspect of it. It is utterly fundamental: we emphasize the physical object—the plate, page, or canvas—over the logical textual unit—the poem or other work abstracted from its physical medium. This emphasis coincides with our archival as well as with our editorial objectives. (Eaves, Essick, and Viscomi, “Principles”).

This art-historical emphasis on the physical object, rather than exclusively on the literary text, is continued in the lightbox. It not only allows users to focus on the physical objects themselves, rather than editorial apparatus, but also complements both our editorial principles of diplomatic transcription and our archival principles of size fidelity and comparative analysis.

In conclusion, I plan to discuss my development of the lightbox application; to explain how the application fits into both the Blake Archive site redesign and, in theory, answers the needs of other projects; and to argue that, as a tool, it is both an important part of our user experience and a manifestation of the editorial principles that have guided the entire history of the William Blake Archive.
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Winners: Dave Beavan, Susan Brown, J. Stephen Downie, Carlos Fiorentino, Patrick Juola, Shelly Lukon, Peter Organisciak, Geoffrey Rockwell, Susan Schreibman, Kirsten Uszkalo

In the spring of 2008 the Text Analysis Developers’ Alliance organized a digital humanities tools competition called T-REX, modelled on similar competitions such as MIREX (music information retrieval) and TREC (text retrieval competition), (cf. Downie 2006). The community response to T-REX was very positive and among the many submissions received, judges selected winners from the following categories:

- Best New Web-based Tool
- Best New Idea for a Web-based Tool
- Best New Idea for Improving a Current Web-Based Tool
- Best New Idea for Improving the Interface of the TAPoR Portal
- Best Experiment of Text Analysis Using High Performance Computing

The organizers and winning participants of T-REX would like to propose a cluster of posters that showcase various aspects of the research done. In particular, we will prepare seven “half” posters presenting relevant aspects from each of the winning T-REX submissions. In addition, an eighth “half poster” will provide an overview of the inaugural TREX competition, lessons learned, and new initiatives for the second round. Below are brief descriptions of each of the seven project posters.

Susan Brown et al.,
Degrees of Connection Tool (New Tool)

This linkage tracing tool allows users working on a large collection of documents to explore the linkages within the collection based on the semantic tags it contains. Our prototype based on the Orlando textbase traces links between people mentioned in different XML documents based on co-occurrences of a small set of key tags that occur across many documents: personal names, organization names, places, and titles. This exploits the tagging to get at connections between people that may not be made by direct linkages between documents, but rather by the co-occurrence of tags within two documents, or a pathway from document x to document y by way of document z in which different tags common to x and y occur in z. It is a way of getting at implicit but nevertheless potentially important linkages, and while it emerges in this case from an interest in literary history, the tool could be useful to other fields ranging from journalism to creative writing, sociology or psychology. It provides a new way of exploring the large digital collections researchers are increasingly using. The poster will 1) outline the principles on which the prototype is based, 2) list key features for a fully-developed, generalized version, 3) explain our application of graph theory to the tagged text, and 4) outline the design challenges that emerged in the development of the prototype. A live demo will allow attendees to test the prototype.

David Beavan,
Collocate Cloud (Idea for Existing Tool Improvement)

Clouds of information e.g. keywords, tags or words, are a very useful way to aggregate and present vast quantities of data. These clouds have gone on to be used in many web 2.0 sites. As such they are becoming a well known and understood visualisation by many users.

TAPoRware currently provides a Word Cloud visualisation, which shows the frequency of words in a document. Scholars often wish to go further, to see how a particular word is used, by examining which words co-occur near their search word. TAPoRware already has this Collocate tool, showing the results in tabular form.

The Collocate Cloud would merge the collocation output and the cloud visualisation technology. It will show the collocates of a particular search word in cloud format. The alphabetical ordering of the Collocate Cloud would allow the user to find or discount a word quickly. Fre-
frequencies and collocational strength are shown by size and brightness, letting these terms stand out visually.

Carlos Fiorentino,
The Magic Circle (Idea for New Tool)
The Magic Circle is an information glyph that allows scholars to visually summarize combinations of the lexical information included in text collections (typically frequency data about words, lemmas, and parts of speech) and the bibliographic information attached to these texts. The glyph consists of a set of rings organized outwards from the centre and divided in wedges or sections. The lexical data determine the size of the centre, which also shows a word, a lemma, or a part of speech, and the total number of search results for that word, lemma, or part of speech within a specified work or set of works. The bibliographic data is related to authors specified by the user, and the rings allow the user to analyze how the search results are distributed in different collections as well as in different periods of time. The color sets of the rings follow patterns of associations with variations in hue, tone and saturation. A comparative scale helps the user to understand the volume of information found in context with the whole volume of information present in the collections.

Alejandro Giacometti et al.,
Ripper Browser (New Tool)
The Ripper Browser is a prototype for rich-prospect browsing of text collections. Rich-prospect browsing interfaces are designed to aid research tasks such as exploration and synthesis by providing both a meaningful representation of each item in a collection and tools to manipulate their visual organization (Ruecker 2003). The Ripper browser offers an environment for exploration and interaction with digital text documents. The system creates tiles that contain faceted information about each document. The tiles can be manipulated with a series of controls to reveal or hide details, organize them according to a particular hierarchy, or select a specific group. By adapting the size of the tiles, the Ripper browser allows researchers to visualize the complete collection and the precise information they need about each document in view at all times. The Ripper browser was developed in web-native technologies: HTML, JavaScript, and uses the jQuery library. It is configured to use text collections provided by the MONK Project. The Ripper browser is part of an ongoing effort to understand the potential of rich-prospect browsing and improve on our strategies for designing rich-prospect tools. It has allowed us to experiment further with meaningful representation, increased our understanding of the importance of sequences, and provided insight into new possibilities for organization in visualizations.

Patrick Juola & Shelly Lukon,
Back-of-the-Book Index Generation (Experiment in HPC)
This is actually a work-in-progress; as we have detailed elsewhere (Juola, 2005, ACH/ALLC; Lukon and Juola, 2006, DH2006), we are working on a program to apply standard ML techniques, including latent semantic analysis, to the problem of back-of-the-book index generation. LSA implicitly uses huge document-by-term matrices to determine which words appear in similar contexts and are therefore good candidates for grouping under a single index term.

The sheer size of this matrix makes it difficult to work without HPC; one of the tools we are using is the 200+ node Beowulf cluster available at Duquesne University Computer Science Department. We analyze the document to be indexed (which can in theory be arbitrarily large but in practice will be about novel-sized) to select candidate words (mostly nouns, via POS tagging) for indexing, then use LSA to identify potential relationships among those words.

Peter Organisciak,
Bookmarklet for Immediate Text Analysis (Improving TAPoR)
This idea is of an online interface for the generation of TAPoR bookmarklets on demand.

Bookmarklets are browser bookmarks that run javascript code. They provide value to text analysis tools in two way: ease and ubiquity. They allow one-click connection of content to tool and, more importantly, allow it to be run on whatever content the user is at.

One problem of bookmarklets is that they are static, which means that customization of the query is limited. One solution would be to call up an interface every time the bookmarklet is called. Doing so, however, is an impediment to the core concept of ease. Rather, through an interface for creating customized bookmarklets, a user can create single-purpose bookmarklet buttons that do the same command every time, immediately and directly.

Kirsten C. Uszkalo,
Throwing Bones (Idea for New Tool)
The Throwing Bones interface operates as a means to discover meaningful relationships within a corpus of texts. These relationships will appear as a series of piles, which the user can zoom into and out of, shuffle through,
and examine closer for more comprehensive, annotated information. For example, in the case of a corpus of early modern witchcraft trials, a user might want to see the relationship between animal familiars and accusers. After shuffling, the top item in a pile would show the number of familiars, while the cards beneath show the number of accusers, illustrating a connection between the imagination of accusers and the presence of familiars in trials and texts. The piles could also be based on geographic, temporal, textual, or relationship proximity. The concept behind Throwing Bones is that the interface will not only offer the pleasure of play, but also erudite and serendipitous textual analysis.
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In recent years, oral histories have become an alternative medium for interrogating the past and have assumed a prominent place in historical inquiry. They offer unique perspectives from individuals who have witnessed history in the making and often yield unparalleled insight into the lives and times that they record. Long constrained by the media used to record them, oral histories are increasingly the target of digitization initiatives that seek to preserve these voices and make them heard by disparate audiences. “Oral histories of the American South” (http://docsouth.unc.edu/sohp/) is just such an initiative.

From its beginnings as a pilot project in 2004, this endeavor, funded by the Institute of Museum and Library Services, grew rapidly and attracted attention. Documenting the American South, a digital publishing program at the Carolina Digital Library and Archives (CDLA), worked in close cooperation with a number of departments at the University of North Carolina at Chapel Hill – the UNC Library, Southern Oral Histories program (SOHP), and School of Education – and applied new technologies, open standards and some of the tested practices highlighted in other DocSouth collections. Far from being simply a collection of digitized documents, these oral histories undergo rigorous analysis by subject specialists. The practice of applying such scholarship has added considerable value to other recently published collections and has brought together the perspectives of historians and the first-hand experiences of witnesses to history. Finally, it is an experimental project to build an
interface to simultaneously display audio and transcripts from interviews.

The project will be complete by the time of the conference in June 2009 and we are proposing to present a poster on the work we have done, highlighting the challenges and joy experienced by the Project team of librarians, humanists, technologists, and — not to forget — users who participated in several usability testing and studies.

The process of creating digital documents of these oral histories is indeed a challenge. From the beginning—the process of selection is a daunting prospect unto itself. It is the task of historians from the SOHP to select 500+ representative interviews from a collection that now numbers well over 4,000. This includes careful attention to privacy and copyright issues. Only interviews free of restriction are considered for inclusion in the project collection.

Cassette tapes and typescripts are the raw materials from which these interviews are remade into digital objects. Audio engineers at the Southern Folklife Collection, using the best available hardware, software, and their own considerable expertise, produce digital audio files in both WAV (preservation) and MP3 (access) formats. These audio data are of the highest possible quality, and comply with international standards and best practices for the creation and preservation of digital audio content. The typescripts are all encoded in TEI P4 (with the plan of conversion to P5), conforming to level 4. But the story doesn’t end here…

Once created, these newly digitized interviews are subjected to intense historical analysis by subject specialists in the Southern Oral History Program (SOHP). With the guidance of scholarly advisors, specialists, mainly PhD History students, read through the transcript, write abstracts, create descriptive titles, and select particularly powerful segments. Their decisions are based on a number of criteria, from intrigue to major historical relevance and from uniqueness to conformation of commonality. Once these segments are chosen, the PhD students then assign keywords (category/subcategory combinations) to each of these segments, and a given segment will usually have multiple keywords. The keywords are then given a rank, depending on their relevance to the segment. A given segment might have 3 keywords, all of varying degree if importance or relevance to the segment itself. Assigning these keywords and then prioritizing them is what makes our soon-to-be released new advanced search so effective. A user can type in a keyword and immediately retrieve the interviews that are most relevant due to our efforts to assign and then prioritize these key-words. Finally, PhD students write short descriptions for the selected segments and provide the historical context to the interviews.

Once complete, these interviews return to DocSouth, where they are prepared for publication. DocSouth staff collect various existing metadata from a number of sources to create rich records for each interview, enhancing the XML transcripts and adding the interviews to the MySQL database. These metadata are subsequently used by library catalogers to generate MARC records to further enhance retrieval. A trained specialist listens to the interviews and inserts timestamps into the files based on the selections made by the SOHP. These text timestamps become points of entry into the audio—clicking on them plays back the audio for that segment.

The interviews are displayed as flat HTML files, generated in advance from the TEI source files using XSLT. We have implemented a cutting-edge advanced search interface that is constructed with Python/Django forms and templates. The form framework provides hooks for robust input validation, while the templates separate the content from the display for us, so non-tech-savvy designers can help craft an elegant search interface. The search index is built on Solr, a lucene-based search engine which allows for fast, flexible searching on full-text or fielded queries. Database access is in many places facilitated by a robust Object Relational Mapper written in Python called SQLAlchemy. This allows queries to the DB to occur seamlessly, without having to rely on cumbersome, fragile SQL queries.

The success of bringing these valuable documents out of archives and into the eyes and ears of the public come from the efforts of its many participants, including librarians, historians, and education specialists. The project team members and the various institutions and interests they represent work together to produce digitized oral history interviews that are the result of the application of technology solutions, adherence to standards, scholarship, and exceptional technical expertise. All of these efforts bring additional value to oral history interviews that are moving and insightful stories of an American South in the process of profound and irrevocable transformation.
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A Historical GIS Analysis of the Landscape Compositions: A Case Study of Folding Screens “Rakuchu-Rakugai-zu”
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Introduction

Recently, the use of Geographic Information Systems (GIS) to analyze historical space has attracted interests; this approach is known as Historical GIS (HGIS) a subdiscipline in Digital Humanities (William and Thomas, 2004). In this paper, I propose a new methodology to analyze compositions of landscape in paintings with GIS, which I apply for analyzing Japanese screen paintings known as rakuchu-rakugai-zu (洛中洛外図), created between the 16th and 18th centuries. Rakuchu-rakugai-zu provides contemporary bird’s-eye views of the city and environs of Kyoto, Japan’s capital at the time. The paintings capture man-made structures such as residences and palaces of prominent samurai and court nobles, temples and shrines; natural features such as hills and rivers; and festivals and other human activities. Nearly all of these works consist of a pair of folding screens of six panels each. At present, over 100 such sets are known to have survived.

Because the scenes of Kyoto painted on these screens provide historical information not found in written texts, they have attracted interests of scholars in various fields. Particularly noteworthy among these studies are the following three results of detailed analyses of space on rakuchu-rakugai-zu screens. Takeda (1966) classifies these screens into three types, according to their era of creation and drawing method. (i) The ‘standard’ type, commonly known as the ‘first-generation,’ depicts scenes from the late 16th century, mainly views of urban districts of both Shimogyo, i.e., the southern half of the town, and Kamigyo, i.e., the northern half of the town, with the surrounding hills as a backdrop. (ii) The ‘variant’ type offers close-up depictions of specific subjects or districts. (iii) The ‘developed’ type, commonly known as the ‘second-generation,’ depicts scenes from the 17th century, particularly of Nijo Castle and downtown Kyoto, with hills in the background. Takeda argues that the changes in drawing method reflect a shift from seasonal nature paintings employing elements of the ‘famous views’ painting tradition to genre paintings reflecting trends of the times.
The knowledge obtained from the previous research concerning changes in the subject matter and geographic range of rakuchu-rakugai-zu is essential to our understanding of the screen compositions. However, such previous research has not shed light on how actual views of Kyoto were transferred to the restricted dimensions of the screen surface, nor on how real geographic data were manipulated in the process of making that transfer. This is because the past analyses have relied solely on the simple mapping of landmarks. To analyze the compositional methods employed to paint these scenes, not enough is simply mapping landmarks; we must also determine which landmarks and districts were distorted, and how. In this paper, I propose a new approach, HGIS, which offers an analytic methodology utilizing GIS to measure distortions in the landscape depicted on the screen. This methodology visualizes distortions in the drawn space by linking the positions of landmarks as they appear on the screen painting and on survey maps, and transforming the configuration of the screen accordingly. Combining the results obtained by this method with those of previous research should provide us with more detailed and precise understanding of the drawn space on these screens.

Methodology

The methodology I introduce here uses GIS spatial analysis functions to scan the screen surface onto a survey coordinate grid based on the relative positions of landmarks in the screen painting. The analytical procedures go as follows (Fig. 1):

1. Derive coordinate values for landmarks, both on the screen and on a survey coordinate grid;
2. Generate a link table from these two point-data sets;
3. Use projective transformation and rubber sheeting techniques to project the screen surface onto the survey coordinate grid; and
4. Project the areas of the rubber sheet-derived polygons onto the screen.

This process gives visual representation to differences between actual space and the space drawn on the screen. Results show that screens painted in the 17th century and later distorted actual space more than screens painted in the 16th century, indicating a decrease in adherence to perspective-like conventions. This trend toward greater distortion suggests a shift in landscape drawing methods away from realism. Increasing deformation may be attributed to changes in political regime as well as an expansion of the public’s geographic awareness. I see significant advantages of using GIS in understanding Drawn Area and Regularity in Drawing, which I will explain in detail here.

Drawn Area

Using GIS visualizes a drawn area exactly, which means we could know which landmarks are included or not in the painting. Depending upon the area included, we could know how much of forced inclusion, meaning spatial distortion, occurs. In the first-generation screens, for example, the projective transformation-derived polygons and rubber sheeting-derived polygons are similar in shape. The second-generation screens, however, reveal a pronounced tendency to forcibly incorporate landmarks to the north and south of the city, even though this results in various expedient changes in the drawn area of the left screen and a progressive narrowing of the background scenery in the right screen. Finally, the variant-type screens may be explainable as the ones with their focus on specific districts, for which the forced inclusion of landmarks as employed in the second-generation screens proved insufficient. This proves distortion progresses over time.

Regularity in Drawing

Using GIS makes it possible for me to analyze regularity in drawing, i.e., the locations of spatial abbreviations and exaggerations on the screens. First-generation screens exhibit orderly increases in area value, suggesting that specific conventions similar to the rules of perspective were followed to achieve the precise geographic positioning of landmarks. The result is a realistic rendering of geographic space. In contrast, second-generation and variant-type screens exhibit numerous instances of distorted space, and area value increases variously from locale to locale. This suggests that valued less was the actual positional relationships of landmarks in the drawing of these scenes. This means that GIS clearly shows that in terms of their rendering of real-space positional relationships the first-generation screens are superior to these later ones.

Conclusions

Until now, there has been little research applying GIS to analyze landscape drawing methods. This case study shows, however, such an analysis is feasible when applied to paintings covering a wide area of the cityscape, such as rakuchu-rakugai-zu screens. The analytical methodology presented in this study involves not merely mapping landmarks that appear on the screens, but also projecting a “virtual screen” onto a survey map. I was able to implement this process for the first time by using the ‘adjust,’ ‘area calculation,’ and ‘table join’ functions...
of GIS analysis. The results obtained with this methodology offer insights from a geographic point of view into the approaches taken to space drawing and landmark positioning in these works.

Analyzing landscape drawing methods, conventional art history mentions that from the 17th century on, the depiction of politically significant landmarks became a norm and took priority over the accurate rendering of geographic locations. That is, landmarks took on the aspect of symbols, which the creators of the screens increasingly incorporated, paying less attention to their positional relationships.

In short, it turned out that my case study of rakuchu-rakugai-zu screens of the 16th and 17th centuries supports this point of conventional art history not from a subjective but an objective point of view as using GIS can visualize drawn area and regularity in drawing exactly, measured in quantity (Fig. 2). While this overview has provided a sense of general trends over time, I hope to follow up this study with more detailed analyses of individual screens in the context of the sociopolitical environments in which they were created.
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1. Introduction
The paper presents the project of digitization of the Slovenian Biographical Lexicon (SBL). We first describe the up-conversion of the source OCR text to a richly structured XML, encoded according to the Text Encoding Initiative Guidelines TEI P5 (TEI, 2008), using the module on biographical and prosopographical data. Next, some more challenging aspects of the conversion process are discussed, in particular the extraction of meta-data, the expansion of abbreviations into their fully inflected forms, the diachronic nature of the text, and the effects of some language technology tools developed for the Slovenian language on the efficiency of the information retrieval for Slovenian texts.

2. The SBL
The Slovenian Biographical Lexicon summarizes the lives and work of notable figures from Slovenia’s cultural history. It gives a picture of Slovenia’s cultural life, from its beginnings up to the contemporary time by including those who participated in its cultural development, were of Slovenian nationality or born in Slovenia, and were active in the homeland or abroad, as well as persons of foreign origin who with their work among the Slovenians influenced the Slovenian cultural life. It comprises 15 volumes plus index, with over 3,000 pages or 16 mio characters, and covers 5,031 biographical entries or, as some of the entries are family names, over 5,100 persons. Its publication spanned almost 70 years (1925-1991). SBL aims to cover not only a person’s biography but also to give information about the important literature depicting their life and work or to direct a user to the whereabouts of their unpublished work, photographs, letters etc. The data in the SBL articles were always checked against the primary material source. As such, the SBL is a reliable reference for any relevant scientific research in the fields of humanities, social sciences and the history of natural sciences.
In order to widen the availability of SBL, the Slovenian Academy of Sciences and Arts (SASA) and the Scientific Research Centre of the SASA (SRC SASA) is undertaking the digitization of the SBL in order to make it freely available on-line, also enabling the kind of information retrieval not allowed by the nature of printed text.

3. Up-conversion and TEI P5 encoding

The SBL was first scanned and the text OCRed. The OCR was then semi-manually corrected for errors and then via a series of automatic steps converted into a rich TEI encoding. The first step, via the OpenOffice text-editor and associated XSLT TEI stylesheet, converted the source text into a basic TEI structure (Erjavec and Ogrin, 2005). Since some metadata were already available in the form of an Access database, this was exported into the XML format, following the TEI P5 module on biographical and prosopographical data. Then additional metadata, such as the information for the <floruit> element defining the exact period for more than one occupation for a particular person in the entry, are added into the metadata structure manually. From here, metadata are added to the entries, and, in a related process, the text of the entries is further annotated.

![Figure 1: TEI-XML document excerpt with the <listPerson> structure](image)

3.1. The TEI structure

The encoding scheme of the SBL follows the TEI P5 Guidelines, in particular the module on biographical and prosopographical data. P5 introduces elements for a structured biographic entry, for which the information contained in the text is extracted and encoded separately using the <person> element, which contains information on the name(s), sex, nationality, faith, dates of birth and death, facts about residence, occupation, important life events, etc. In addition to the text, each entry of the lexicon thus also contains metadata, useful for searching and organising the SBL.

3.2. Extracting metadata

Since some metadata not strictly connected with the person, who is the topic of the entry, such as other named persons in the entry articles, have been manually extracted from the SBL text, we are exploring the possibilities of automatic encoding to speed up the encoding process. Partially, this can be done on the basis of existing indexes of the SBL and via external resources, such as gazetteers. These, coupled with the power of regular expressions in Perl, can extract the relevant terms, such as dates, with a fairly high accuracy. A more principled solution would be to implement a general Named Entity Recognition (NER) system for Slovenian, which would recognize and categorise persons and places names, dates and other numeric expressions. Such a system does not yet exist for Slovenian, and we are exploring the possibility of writing NER rules for one of the widely used human language technology toolsets, such as GATE or NooJ (Bekavac, 2002).

3.3. Abbreviations

SBL is written in encyclopaedic style, which means dense language and many abbreviations. There are several types of abbreviations: a) bibliographic abbreviations (e.g. RDHV for Razprave Znanstvenega društva za humanistične vede); b) abbreviations to denote the authors of SBL articles (e.g. Rš for Fran Ramovš); c) abbreviations to refer to a biographical entry within an article (e.g. A. for Abraham); d) abbreviations for certain geographic names (e.g. Lj. for Ljubljana or Clv for Celovec); e) general abbreviations (e.g. the names of months).

While the use of abbreviations was appropriate for the printed books, it will only impair readability and make searching more difficult in the digital edition. The abbreviations are therefore expanded into their full forms and encoded with the TEI <choice>, <abbr> and <expand> elements. The basic resource for the expansion are lists of bibliographic abbreviations and abbreviations denoting authors of particular articles from the printed edition, and an additional abbreviation lexicon, semi-automatically compiled from the SBL.

A problem that occurs in the expansion of abbreviations stems from the fact that the Slovenian language, like all Slavic languages, is a highly inflective language. This
means abbreviations have to be expanded into their appropriate full forms in the correct inflection, which depends on the context of the abbreviation. So, for example, “Rojen v Lj.” (Born in Ljubljana), should be expanded to “Rojen v Ljubljani”, with “Ljubljana” in the locative case. This problem is dealt with by automatic morphosyntactic tagging of the text, and then, on the basis of the tag assigned to an abbreviation, generating the appropriate inflected form of the lemma. This work uses tagging and lemmatisation models automatically obtained from annotated corpora and morphological lexicons, which have the advantage of generalising to out-of-vocabulary words (Erjavec and Džeroski, 2004).

3. 4. Language change
Another challenge regarding the language of SBL is due to its long publication period of almost 70 years. In this period the language, particularly its lexical aspects, has changed significantly. Changes affect particularly geographic names (e.g. Curih instead of Zürich) and terms denoting occupations and activities, from spelling variants to complete substitution of words. These changes will have to be taken into account to ensure adequate information retrieval. The plan is to add normalised (contemporary) forms to the forms in the text, by encoding them with the appropriate <choice>, <reg> and <orig> elements. The annotation will be automatic, but based on a lexicon of variants, semi-automatically compiled from the SBL. This lexicon, in itself an interesting diachronic language resource, is being built on the basis of a textual analysis of SBL, taking into account external language resources, such as dictionaries and gazetteers, e.g. of old and new names of places.

4. Access
The SBL is to be made freely accessible for full-text and structured searching. We are exploring the possibility of using the open source Apache Solr search platform based on the Lucene Java search library, which enables such kinds of queries, accepts TEI/XML documents and enables different plugins and extra features, such as the lemmatization tool for Slovenian. No research has been done yet, however, on its effects upon the efficiency of the information retrieval for the Slovenian language.
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This poster discusses each of the research activities, issues, and prospects on Digital Humanities for Japanese arts and cultures at “the Digital Humanities Center for Japanese Arts and Cultures” of Ritsumeikan University. By doing so, we would like to suggest new directions in Digital Humanities, still fairly a new interdisciplinary research field, as well as contributions Digital Humanities could make to the humanities in general, and more specifically for the studies of Japanese arts and cultures. As we do conduct these research activities as a five-year Global COE (Center of Excellent) Program that the Art Research Center (ARC) at Ritsumeikan University has launched with the support from the Ministry of Education, Culture, Sports, Science and Technology (MEXT) since 2007.

Our program of “the Digital Humanities Center for Japanese Arts and Cultures” is to further a study of the humanities based on Digital Humanities, taking Japanese art and culture as its subject, as centered on the historic city of Kyoto. For this purpose, we intend to make full use of the most advanced information technologies, such as digital archives, visualization, media technologies, Geographical Information Systems (GIS) and Web 2.0. By using such information technologies, we at the Center systematically organize information on Japanese art and culture, which will be open to the public and useful in a wide variety of contexts. The Center also serves as a global portal for the study of Japanese art and culture, aiming not only to create a new system of cultural exchanges among talented researchers within and out of Japan, but also to make the results of research available throughout the world. That means that we see the historic city of Kyoto as both a base for promoting scholarship on Japanese art and culture around the world, and a global hub for education and research.

Our digital archives are meant to bring together information on Japanese art and culture, both tangible and intangible, which are left unorganized all over the world. The archives of such cultural properties use information management technology to combine different types of data: text, pictures, sound, moving images and the motion of the human body. This combination of different types of data, covering both tangible and intangible cultural properties, gives us a great advantage over the conventional text-centered research. Furthermore, by systematically linking to databases on other systems, we can revolutionize the amount and quality of material available for research, leading to great improvements in the quality of research and to a new perspective on humanities studies.

For example, GIS technology will lead to further advances in the visibility and amount of data relating to the time and space content of various aspects of arts, culture and urban landscapes. Using the bi-directional format network environment of Web 2.0, we will create a portal that makes information more open, cooperative and usable. The resulting research will be compiled and distributed on-line. We will also promote research into analytical methods and archiving technology related to the exquisite cultural properties that characterize the historic cultural city of Kyoto.

We like to start this poster with a brief introduction of the program and its missions. After that, each of the following five research topics will be presented, discussing where their research interests lie in Japanese arts and cultures, and what their methodologies and challenges are in terms of digital humanities.


2. “Virtual Kyoto: Integration of Digital Contents of Japanese Arts and Cultures on 4D-GIS with a Time Dimension”
3. “Digitization and Analysis of Traditional Dance Body Movement by using Motion Capture Technology”

4. “3D Modeling and Visualization of Japanese Traditional Arts and Cultural Assets”

5. “Collaborative Web Technologies for Japanese Arts and Cultures”

Also we will address issues and prospects we share at the Center, including the current situation and tendencies of the Humanities in Japan—urgent issues we have to tackle with our activities at the Center.

Some of the presumable issues to be addressed may include the following:

1. Humanities scholars in Japan, who tend to work domestically within their academic societies, shall partake in a global academic environment, including a Web-based one.

2. While humanities scholars tend to see the Web and information technology as mere tools, they also have to realize that using these tools may give rise to new perspectives and paradigms.

3. Japanese Humanities researchers should realize that the Internet is now advancing into the age of Web 2.0, meaning that the environment of the Web is becoming ever more crucial for humanities research. This pattern of research is common in Europe and the United States, and as a high-level institute for research and education we need to work in a similar way, in order to ensure the future development of research.

4. Not only Humanities scholars who are handling Japanese language but also other East Asian languages have been experiencing some difficulties in encoding texts or sharing textual resources on the Web. This is because an international standard of character encoding, Unicode, has limitations to represent characters in those languages.

We hope to contribute to the further discussion on Digital Humanities from the perspective of a non-Western country.

Websites:
http://www.arc.ritsumei.ac.jp/lib/GCOE/guideline_e.html
http://www.geo.lt.ritsumei.ac.jp/uv4w/frame_e.jsp
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1. Introduction

Cultural heritage is important for studying history, and some studies have been carried out to preserve it as digital data. Hanpon are ancient woodcut-printed books, all of which are regarded as important cultural heritage in Japan. (see Figure 1 for woodcut and hanpon). The woodcut looks black as its surface is covered with ink. A lot of studies about hanpon and woodcut have been done. However, there is little study to connect these two studies using digital techniques. The main contribution of our study is developing digital techniques for studying hanpon history using Woodcut information.

Fig. 1 Woodcut and hanpon.

There are some versions of hanpon whose true published time is not clear. As the paper or woodcut have shrunked over time, it is possible to guess which ver-
sion is published early and which is late. Recently, some woodcuts were found, and we hope to know the original size of hanpon printed by these woodcuts. If we could do so, we can know which version of hanpon is printed by the founded woodcuts. Warped in shape, however, they cannot be utilized to print hanpon directly. To solve this problem, we propose techniques to restore woodcut shapes in a digital way so that we can reproduce ancient hanpon. As traditional method, a printer put some water on the back of woodcut and the woodcut shape can be restored near a plane. But the size of the woodcut restored using the traditional method is different to the original one. To solve this problem, a digital technique for restoring the shape of digital woodcut is proposed. Then we can produce original ancient hanpon.

Basically, our system is a virtual printing system. Okada proposes a system for sculpturing and printing in a virtual world. Focusing on virtually sculpturing 3D objects, his system can print Japanese drawings if one paints some colors on the virtual surface of a carved object. Yet, the system uses a carved plane for virtual printing and cannot be utilized in the case of measured woodcut digital data, as real woodcuts are distorted a little. For virtual printing on the distorted surface of woodcut, uses a small plane to fit to a distorted woodcut surface and make a virtual printing. However, this method ignores changes in woodcut size. To acquire a hanpon the same as the ancient one, it is necessary to restore woodcut shapes.

The following is the procedure to restore the woodcut shape for reproducing the ancient book of hanpon. First, using commercial software developed from the algorithm, we measure 3D of the woodcut, whose data are to be aligned to make the 3D digital woodcut. After the woodcut shape is restored, we can print out virtual hanpon.

2. Measuring and aligning 3D Woodcut point cloud data

The non-contact 3D-Measurement machine VIVID910 is utilized to measure woodcut point clouds. When measuring the woodcut, it is necessary to take bump patterns on the woodcut surface as precisely as possible. Because the measurement machine cannot measure all the surface of the object at once, we need to generate object shape models by using measured point clouds from multiple viewpoints. Commercial software is utilized to align cloud data. At first, the rough corresponding point is defined on different cloud data. Then, the software can value the globe errors of the total aligned point clouds and adjust the position and direction of these point clouds. At the end, the point clouds are aligned in one 3D digital woodcut model. Figure 2 show the aligned result. Different colors show different parts of the woodcut cloud point data.

3. Constructing wood board model

As the woodcut surface is very delicate, the computing cost will be considerable if one uses this delicate model. A rough mesh model is constructed to restore the woodcut shape. As the woodcut is made from a piece of wood board, if the wood board shape is restored, so will be the woodcut shape. Hence, the rough model is the wood board. This wood board model will is a box after its shape is restored.

To construct the wood board model, we utilize the woodcut section. In the Figure 3, the bottom line is the woodcut model section, and the top line is the constructed wood board model section. The top line is the connection line between local highest points of woodcut model sections. Some woodcut sections are utilized to construct the total wood board model. The distance between these sections is the same as the woodcut's thickness. After all
sections are processed with this method, we can obtain the wood board for restoring.

Fig. 3 Constructing the wood board model from Woodcut section

4. Restoring the wood board model
As mentioned above, wood is an orthotropic material. The wood study needs to consider the three main axes of the wood. Figure 4 shows a tree trunk form in a coordinate system with the three standard directions: the trunk axis or fiber direction \( L \), the radial direction \( R \) that passes through the tree’s core, and the tangent direction \( T \) along the annual ring. When wood dries and shrinks, shrinkage in the tangential, radial, and fiber directions occurs in a ratio of 10:5:0.5. With this reason, the wood board distorts.

While the surface of woodcut is black, on the woodcut end, we can find some exposed parts, including the annual ring pattern. From this annual ring, the tree’s core can be understood as the annual ring is nearly a concentric cylinder. From the position of the tree’s core, the wood three standard directions can be determined all over the wood board.

Fig. 4 Wood three axis.

The woodcut is made of wild cherry tree or boxwood. Shrinkage of this type of the wood is about 0.31% on the tangent direction \( T \), and 0.17% on the radial direction \( R \). Since the shrinkage on fiber direction \( L \) is very small, its change \( L \) is ignorable. If the moisture content is lower than 30%, the wood starts distorting, in Japan, after the moisture content is 15%, the moisture content stops changing, and the shape stops distorting. As Figure 5 shows, point \( A \) is one point in the wood board. \( \varepsilon \) is the vector to show plastic strain on the point \( A \). \( T \) is tangent direction and \( R \) is radial direction. The plastic strain can be shown as the following equation:

\[
\varepsilon = \varepsilon_T - \varepsilon_R = (S_T \times T - S_R \bigcirc R) \bigcirc \Delta W
\]

where, \( ST \) is shrinkage on direction \( T \) and \( SR \) is shrinkage on direction \( R \). \( \Delta W \) is moisture content variation and is 1%. Using this equation, the plastic strain \( \varepsilon \) can be computed. The restoring process is repeated until the wood board surface gets closer to a plane or the total moisture content reaches 30%. This is the restored wood board.

As the connection between the woodcut point cloud and wood board mesh is known, it is easy to obtain a restored woodcut point cloud from the restored wood board. As the local highest point is on a plane after shape restored, the virtual hanpon can be printed easily by using the height information of the restored woodcut. If the height is higher than 0.3mm under the highest point, it is the part for printing. The printed result is shown in Figure 6.

Fig. 5 Plastic Strain.

5. Results
The final rendering result is carried out on a computer with the GPU (Graphics Processing Unit) and can render the hanpon on real time. The graph card is NVIDIA GeForce 6800 GS.

Since the Japanese paper became old and was not as white as it was printed out, brown color captured from old Japanese paper is added into the virtual printing result. The virtual printing result and the Japanese fiber
model are utilized to render based on the fiber reflection model. Figure 6 shows the final rendering results. The left image shows the hanpon appearance with white color after it was printed out about 200 years ago. The right one shows the result after hanpon color variation. Using the technique proposed, the ancient hanpon is represented in the virtual world.

As the woodcut shape is restored, the size of printed hanpon is the same as the original hanpon when it was printed hundreds years ago. Comparing the size of hanpon and virtual printed result using proposed method, the published history of hanpon can be understood well. This information is very important for history research.

6. Conclusion and discussion
This paper proposes the techniques to restore woodcut shapes and reproduce ancient hanpon. The bump pattern of woodcut surface is very minute, and the color of woodcut is black. To restore the woodcut shape, therefore, the FEM method is utilized. This method can obtain fine printing results even woodcut is distorted. To our knowledge, it is first time to try to study hanpon history using virtual Woodcut printing method.

Some work, however, needs to be done in the future. Right now, using 3D scanner cannot capture the woodcuts details. Thus, we need to develop techniques to improve original 3D data precision. One idea is to use the high resolution camera to take high resolution photos in a different lighting environment. Using image processing technique makes the printed areas possible to be extracted. Then, using the proposed techniques in this paper to calibrate the hanpon size, we can obtain delicate printed results. We also hope to develop a Virtual Reality system in which the user can watch the cultural heritage and touch its surface at the same time. This Virtual Reality system is not only a new type digital museum, but also is entrainment system such as game as well.
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